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Yu BM, Cunningham JP, Santhanam G, Ryu SI, Shenoy KV, Sahani M. Gaussian-process factor analysis for low-dimensional single-trial analysis of neural population activity. J Neurophysiol 102: 614–635, 2009. First published April 8, 2009; doi:10.1152/jn.90941.2008. We consider the problem of extracting smooth, low-dimensional neural trajectories that summarize the activity recorded simultaneously from many neurons on individual experimental trials. Beyond the benefit of visualizing the high-dimensional, noisy spiking activity in a compact form, such trajectories can offer insight into the dynamics of the neural circuitry underlying the recorded activity. Current methods for extracting neural trajectories involve a two-stage process: the spike trains are first smoothed over time, then a static dimensionality-reduction technique is applied. We first describe extensions of the two-stage methods that allow the degree of smoothing to be chosen in a principled way and that account for spiking variability, which may vary both across neurons and across time. We then present a novel method for extracting neural trajectories—Gaussian-process factor analysis (GPFA)—which unifies the smoothing and dimensionality-reduction operations in a common probabilistic framework. We applied these methods to the activity of 61 neurons recorded simultaneously in macaque premotor and motor cortices during reach planning and execution. By adopting a goodness-of-fit metric that measures how well the activity of each neuron can be predicted by all other recorded neurons, we found that the proposed extensions improved the predictive ability of the two-stage methods. The predictive ability was further improved by going to GPFA. From the extracted trajectories, we directly observed a convergence in neural state during motor planning, an effect that was shown indirectly by previous studies. We then show how such methods can be a powerful tool for relating the spiking activity across a neural population to the subject’s behavior on a single-trial basis. Finally, to assess how well the proposed methods characterize neural population activity when the underlying time course is known, we performed simulations that revealed that GPFA performed tens of percent better than the best two-stage method.

INTRODUCTION

Motivation for single-trial analysis of neural population activity

Neural responses are typically studied by averaging noisy spiking activity across multiple experimental trials to obtain firing rates that vary smoothly over time. However, if the neural responses are more a reflection of internal processing rather than external stimulus drive, the time course of the neural responses may differ on nominally identical trials. This is particularly true of behavioral tasks involving perception, decision making, attention, or motor planning. In such settings, it is critical that the neural data not be averaged across trials, but instead be analyzed on a trial-by-trial basis (Arieli et al. 1996; Briggman et al. 2006; Churchland et al. 2007; Czanner et al. 2008; Horwitz and Newsome 2001; Jones et al. 2007; Nawrot et al. 1999; Ventura et al. 2005; Yu et al. 2006). The importance of single-trial analyses can be simply illustrated by considering a classic perceptual decision-making study by Newsome and colleagues (Horwitz and Newsome 2001). In this study, they trained monkeys to report the direction of coherent motion in a stochastic random-dot display. Especially in low-coherence conditions, they observed that neurons in the superior colliculus appeared to jump between low and high firing-rate states, suggesting that the subject may have vacillated between the two possible directional choices. For the same random-dot stimulus, the times at which the firing rates jumped appeared to differ from one trial to the next. Such fluctuations may also underlie other perceptual and decision-making tasks, including binocular rivalry (Leopold and Logothetis 1996), structure-from-motion (Bradley et al. 1998; Dodd et al. 2001), somatosensory discrimination (de Lafuente and Romo 2005), and action selection (Cisek and Kalaska 2005). Most of these studies provide indirect evidence that the time course of the subject’s percept or decision differed on nominally identical trials. Such trial-to-trial differences cannot be eliminated by additional monkey training, since the stimuli are designed to be ambiguous and/or operate near the subject’s perceptual threshold.

In the dot-discrimination (Horwitz and Newsome 2001) and binocular rivalry (Leopold and Logothetis 1996) studies, the authors attempted to segment single spike trains based on periods of high and low firing rates. In general, it is very difficult to accurately estimate the time or rate at which the firing rate changes based on a single spike train. If one is able to simultaneously record from multiple neurons and activities of these neurons all reflect a common neural process (e.g., the subject’s percept or choice), then one might be able to more accurately estimate the time course of the subject’s percept or choice on a single trial. Indeed, developments in multielectrode (Kipke et al. 2008) and optical imaging (Kerr and Denk 2008) technologies are making this a real possibility. However, it is currently unclear how to best leverage the statistical power afforded by simultaneously recorded neurons (Brown et al. 2004) to extract behaviorally relevant quantities of interest (e.g., the time course of the subject’s percept or internal decision variable) on a single-trial basis.
In this work, we develop analytical techniques for extracting single-trial neural time courses by leveraging the simultaneous monitoring of large populations of neurons. The approach adopted by recent studies is to consider each neuron being recorded as a noisy sensor reflecting the time evolution of an underlying neural process (Bathellier et al. 2008; Brigman et al. 2005; Broome et al. 2006; Brown et al. 2005; Carrillo-Reid et al. 2008; Levi et al. 2005; Mazor and Laurent 2005; Sasaki et al. 2007; Smith and Brown 2003; Stopfer et al. 2003; Yu et al. 2006). The goal is to uncover this underlying process by extracting a smooth, low-dimensional **neural trajectory** from the noisy, high-dimensional recorded activity. The activity of each neuron tends to vary significantly between trials, even when experimental conditions are held constant. Some of this variability is due to processes internal to the neuron, such as channel noise in membranes and biochemical noise at synapses (Faisal et al. 2008). However, some portion of the variability reflects trial-to-trial differences in the time evolution of the network state, which may in turn represent different computational paths and may lead to different behavioral outcomes. Because it reflects the network state, we expect this component of the variability to be shared among many (or all) of the neurons that make up the network. The techniques that we develop here seek to embody this shared activity in a neural trajectory, which represents our best estimate of the time evolution of the neural state. The neural trajectory provides a compact representation of the high-dimensional recorded activity as it evolves over time, thereby facilitating data visualization and studies of neural dynamics under different experimental conditions. In principle, relative to the high-dimensional recorded activity, such a parsimonious description should bear clearer and stronger relationships with other experimentally imposed or measurable quantities (e.g., the presented stimulus or the subject’s behavior; see the “bouncing ball analogy” in Yu et al. 2006).

Figure 1 illustrates how such an approach may provide insights into the neural mechanisms underlying perception, decision making, attention, and motor planning. Figure 1A considers the perceptual and decision tasks described earlier, in which there are two possible percepts or choices. Applying the analytical methods developed in this work to the activity of multiple neurons recorded simultaneously may reveal different switching time courses on different trials. In this example (Fig. 1A, **bottom left**), on trial 1, the subject’s percept switched from one choice to another, then back to the first. On trial 2, the percept began to switch, stopped between the two choices, then completed its switch. These switching time courses can be viewed in terms of single-neuron firing rates (Fig. 1A, **bottom right**), where the two neurons are shown to have anticorrelated firing rates. Note that these firing-rate profiles would be estimated by leveraging the simultaneously recorded spike trains across a neural population on a single-trial basis. In this case, the time course obtained by averaging neural responses across trials (gray) is not representative of the time course on any individual trial (**red** and **green traces**). Beyond relating the extracted trajectory (Fig. 1A, **bottom left**) to the subject’s perceptual report or decision on a trial-by-trial basis, such trajectories allow us to ask questions about the dynamics of switching percepts across the neural population. For example, how long does it take to switch between one percept and another? Does it take longer to switch in one direction than the other? Does switching in one direction follow the same path as switching in the other direction? Can regions in firing-rate space be defined corresponding to each percept or choice? If so, what is the shape of these regions?

Figure 1B considers a different class of dynamics: rise-to-threshold. Shadlen and colleagues (Roitman and Shadlen 2002) previously showed that single neurons in lateral intraparietal (LIP) cortex appear to integrate sensory evidence until a threshold is reached, at which time a decision is made. By grouping trials based on reaction time, they found that the firing rates approached threshold more quickly on trials with short reaction times than on trials with long reaction times. Similar effects were found in frontal eye field prior to saccade initiation (Hanes and Schall 1996) and middle temporal and ventral intraparietal areas during motion detection (Cook and Maunsell 2002). In other words, the time course of the neural response differed on nominally identical trials in all of these studies. To investigate trial-to-trial differences, correlations were identified between single-trial estimates of firing rate and reaction time (Cook and Maunsell 2002; Roitman and Shadlen 2002). However, due to the limited statistical power in a single spike train, most analyses in these previous studies relied on grouping trials with similar reaction times. If one is able to simultaneously record from multiple neurons, one can then leverage the statistical power across the neural population to more accurately estimate single-trial response time courses. This could potentially uncover even stronger relationships between neural activity and behavioral measurements, such as reaction time. Figure 1B shows two trials in which the decision variable crosses threshold at similar times; thus, the subject would be expected to show similar reaction times on these two trials. However, the time course of the decision variable was quite different on each trial. On trial 1, the decision variable rose quickly toward threshold, then headed back toward baseline (perhaps due to contrary evidence) before finally rising to threshold. On trial 2, the decision variable rose slowly, but steadily, toward threshold. Such subtle differences between trials would be difficult to see based on single spike trains and would be washed out had the neural activity been averaged across trials (Fig. 1B, **bottom right, gray trace**). By leveraging simultaneous recordings across a neural population, we may be able to uncover such effects on a single-trial basis and gain further insight into the dynamics of decision processes.¹

Another potential application of the methods developed in this work is to behavioral tasks that involve attention, which is typically not tied to observable quantities in the outside world. Using a GO/NOGO memory saccade task with visual distractors, Goldberg and colleagues (Bisley and Goldberg 2003) showed that neural activity (averaged across trials and neurons) in LIP indicates the attentionally advantaged part of the visual field. For the same stimulus (target, distractor, and probe), the subject showed different behavioral responses (GO or NOGO) on different trials, where the proportion of correct responses

---

¹ Although the concept of a threshold is well defined for a single neuron, it is unclear how it generalizes for a population of neurons. Is the decision made when any one of the neurons in the population reaches threshold (i.e., when the neural trajectory first hits a dotted line in Fig. 1B, **bottom left**) or is it the sum of the activity across the population that matters (i.e., when the neural trajectory first hits the thick gray bar in Fig. 1B, **bottom left**)? It may be possible to address such questions using the methods developed here.
depended on the time, location, and contrast of the probe. If multiple neurons could be monitored simultaneously in LIP, the methods developed in this work could be used to track the instantaneous state of the subject’s attention on a single-trial basis, which in turn could be related to the subject’s behavioral response. For example, it may be that the same distractor kicks the neural state out farther on some trials (Fig. 1C, bottom left, red trace) than others (green trace), thereby conferring a longer-lasting attentional advantage at the distractor (see Fig. 2 in Ganguli et al. 2008, for a detailed explanation of the state space trajectories shown in Fig. 1C, bottom left). Might it be possible to map out the probability of a correct behavioral response (GO or NOGO) for different neural states at the time of the probe? Such an approach could shed light on the dynamics of attentional shifts between different visual locations and how it influences behavior.

Finally, we consider the arm movement system, which serves as our experimental testbed for exploring analytical methods for extracting single-trial neural time courses. We previously showed that the across-trial variability of neural responses in premotor cortex drops during motor preparation (Churchland et al. 2006). This finding suggested that single-trial neural trajectories might converge during motor preparation, in attractor-like fashion, as illustrated in Fig. 1D (bottom left). Although we previously hypothesized such a convergence of trajectories (see Fig. 1 in Churchland et al. 2006), we have not been able to directly view this effect due to a lack of appropriate analytical methods for extracting trajectories on a single-trial basis. By studying how the neural state evolves from an initially variable baseline state toward a consistent planning state, and relating aspects of the trajectory to the subject’s behavior, we can gain insight into how movements are prepared and executed. Although the analytical methods developed here are potentially applicable to many different experimental settings, as exemplified in Fig. 1, we demonstrate the utility of the developed methods in the context of motor preparation and execution in this work.
For each of the examples shown in Fig. 1, there are ways to detect (or indirectly view) trial-to-trial differences in the neural responses, including computing streak indices (Horwitz and Newsome 2001), estimating firing rates from a single spike train (Cook and Maunsell 2002; Roitman and Shadlen 2002), and measuring the across-trial variability of neural responses (Churchland et al. 2006). In all of these cases, however, what one really wants is a direct view of the time evolution of the neural response on single trials. In this report, we present analytical methods that can extract such single-trial time courses from neural population activity.

Existing methods for extracting neural trajectories

Figure 2 shows conceptually how a neural trajectory relates to a set of simultaneously recorded spike trains. Suppose that we are simultaneously recording from three neurons, whose spike trains are shown in Fig. 2A. Although the following ideas hold for larger numbers of neurons, we use only three neurons here for illustrative purposes. We define a high-dimensional space, where each axis measures the instantaneous firing rate of a neuron being monitored (Fig. 2B). At any given time, the activity of the neural population is characterized by a single point in this space. As the activity of the neural population evolves over time, a noisy trajectory is traced out. The goal is to extract a corresponding smooth neural trajectory that embodies only the shared fluctuations (termed shared variability) in firing rate across the neural population (Fig. 2C). Discarded in this process are fluctuations particular to individual neurons (termed independent variability), which presumably reflect noise processes involved in spike generation that are internal to the neuron. Due to the correlated activity across the neural population, the neural trajectory may not explore the entire high-dimensional space; in other words, the neural system may be using fewer degrees of freedom than the number of neurons at play. If this is true, then we would seek to identify a lower-dimensional space (shown as a two-dimensional plane denoted by grid lines in Fig. 2C) within which the neural trajectory lies. The neural trajectory can then be directly visualized in the low-dimensional space and be referred to equivalently using its high-dimensional ($N_1$, $N_2$, $N_3$) or low-dimensional ($S_1$, $S_2$, $S_3$) coordinates (Fig. 2D).

A simple way to extract neural trajectories is to first estimate a smooth firing-rate profile for each neuron on a single trial (e.g., by convolving each spike train with a Gaussian kernel), then apply a static dimensionality-reduction technique (e.g., principal components analysis [PCA]) (Levi et al. 2005; Nicolelis et al. 1995). The signal flow diagram for these so-called two-stage methods is shown in Fig. 3A. Smooth firing-rate profiles may also be obtained by averaging across a small number of trials (if the neural time courses are believed to be similar on different trials) (Broome et al. 2006; Brown et al. 2005; Mazor and Laurent 2005; Stopfer et al. 2003) or by applying more advanced statistical methods for estimating firing-rate profiles from single spike trains (Cunningham et al. 2008b; DiMatteo et al. 2001; Ventura et al. 2005). Numerous linear and nonlinear dimensionality-reduction techniques exist, including computing streak indices (Horwitz and Newsome 2001), estimating firing rates from a single spike train (Cook and Maunsell 2002; Roitman and Shadlen 2002), and measuring the across-trial variability of neural responses (Churchland et al. 2006).

2 Although the independent variability indeed feeds back into the network and can affect the aggregate network state, we assume that such effects are small.
but to our knowledge only PCA (Levi et al. 2005; Mazor and Laurent 2005; Nicolelis et al. 1995) and locally linear embedding (LLE) (Broome et al. 2006; Brown et al. 2005; Roweis and Saul 2000; Stopfer et al. 2003) have been used to extract neural trajectories. Smoothed firing-rate trajectories based on pairs of simultaneously recorded neurons without dimensionality reduction have also been studied (Aksay et al. 2003).

The two-stage methods have been fruitfully applied in studies of the olfactory system, where the presentation of an odor sets off a time course of neural activity across the recorded population. To understand how the population response varies under different experimental conditions (e.g., different presented odors), one could attempt to directly compare the recorded spike trains. However, this quickly becomes unmanageable as the number of neurons and the number of experimental conditions increase. Instead, a neural trajectory can be extracted for each trial condition (typically averaged across a small number of trials) and compared in a low-dimensional space. This approach has been adopted to study the population response across different odor identities (e.g., Brown et al. 2005), concentrations (Stopfer et al. 2003), durations (Mazor and Laurent 2005), and sequences (Broome et al. 2006). Dynamical behaviors resembling fixed points (Mazor and Laurent 2005) and limit cycles (Bathellier et al. 2008) have also been identified. In these studies, hypotheses were generated based on the visualized trajectories, then tested using the high-dimensional recorded activity. Without the low-dimensional visualizations, many of these hypotheses would have remained unposed and thus untested.

Methodological advances proposed here

Although two-stage methods have provided informative low-dimensional views of neural population activity, there are several aspects that can be improved. 1) Because the smoothing and dimensionality reduction are performed sequentially, there is no way for the dimensionality-reduction algorithm to influence the degree or form of smoothing used. This is relevant both to the identification of the low-dimensional space and to the extraction of single-trial neural trajectories. 2) PCA and LLE have no explicit noise model and thus have difficulty distinguishing between changes in the underlying neural state (i.e., shared variability) and spiking noise (i.e., independent variability). 3) For kernel smoothing, the degree of smoothness is often arbitrarily chosen. We instead seek to learn the appropriate degree of smoothness from the data. With probabilistic methods, a principled approach would be to ask what is the degree of smoothness that maximizes the probability of having observed the data at hand. Unfortunately, kernel smoothing, PCA, and LLE are all nonprobabilistic methods, so such standard parameter-learning techniques are not applicable. One may try to get around this problem by applying kernel smoothing, followed by a probabilistic dimensionality-reduction technique (e.g., probabilistic PCA [PPCA]; Roweis and Ghahramani 1999; Tipping and Bishop 1999), which does assign probabilities to data. However, the problem with this scheme is that these probabilities correspond to the smoothed data (the input to the probabilistic dimensionality-reduction technique), rather than the unsmoothed data (the input to the kernel smoother). Because the smoothed data change depending on the degree of smoothness chosen, the resulting probabilities are not comparable. 4) The same kernel width is typically used for all spike trains across the neural population, which implicitly assumes that the population activity evolves with a single timescale. Because we do not know a priori how many timescales are needed to best characterize the data at hand, we seek to allow for multiple timescales.

In this work, we first propose extensions of the two-stage methods that can help to address issues 2) and 3) cited earlier. We summarize these extensions here; details can be found in METHODS. For 2) we explore dimensionality-reduction algorithms possessing different explicit noise models and consider the implications of the different noise assumptions. We find that an effective way to combat spiking noise (whose variance may vary both across neurons and across time) is to use the square-root transform (Kihlberg et al. 1972) in tandem with factor analysis (FA) (Everitt 1984). Taking the square root of the spike counts serves to approximately stabilize the spiking noise variance. FA is a dimensionality-reduction technique related to PCA that, importantly, allows different neurons to have different noise variances. Although nonlinear dimensionality-reduction techniques with explicit noise models have been developed (for a probabilistic LLE-inspired algorithm, see Teh and Roweis 2003), we consider only linear mappings between the low-dimensional neural state space and the high-dimensional space of recorded activity in this work for mathematical tractability. For 3), we adopt a goodness-of-fit metric that measures how well the activity of each neuron can be predicted by the activity of all other recorded neurons, based on data not used for model fitting. This metric can be used to compare different smoothing kernels and allows for the degree of smoothness to be chosen in a principled way. An advantage of this metric is that it can be applied in both probabilistic and nonprobabilistic settings. In RESULTS, we will use this as a common metric by which different methods for extracting neural trajectories are compared.

Next, we develop Gaussian-process factor analysis (GPFA), which unifies the smoothing and dimensionality-reduction operations in a common probabilistic framework. GPFA takes steps toward addressing all of the issues (1–4) described earlier and is shown in RESULTS to provide a better characterization of the recorded population activity than the two-stage methods. Because GPFA simultaneously performs the smoothing and dimensionality-reduction operations (Fig. 3B), rather than sequentially (Fig. 3A), the degree of smoothness and the relationship between the low-dimensional neural trajectory and the high-dimensional recorded activity can be jointly optimized. GPFA allows for multiple timescales, whose optimal values can be found automatically by fitting the GPFA model to the recorded activity. Unlike the two-stage methods, GPFA assigns probabilities to the unsmoothed data, which allows the timescale parameters to be optimized using standard maximum likelihood techniques. As with FA, GPFA specifies an explicit noise model that allows different neurons to have different noise variances. The time series model involves Gaussian processes (GPs), which require only the specification of a parameterized correlation structure of the neural state over time.

A critical assumption when attempting to extract a low-dimensional neural trajectory is that the recorded activity evolves within a low-dimensional manifold. Previous studies have typically assumed that the neural trajectories lie in a
We investigate whether this low-dimensional assumption is justified in the context of reach planning and execution. If so, we will attempt to identify the appropriate dimensionality. Furthermore, we will systematically compare different analytical methods for extracting neural trajectories.

We first detail the two-stage methods, GPFA, and dynamical system approaches to extracting neural trajectories. Next, the behavioral task and the neural recordings in premotor and motor cortices are described. We then apply the different extraction techniques to study the dimensionality and time course of the recorded activity during reach planning and execution.

Preliminary versions of this work were previously published (Yu et al. 2008, 2009).

METHODS

Two-stage methods

The two-stage methods involve first estimating a smooth firing-rate profile for each neuron on a single trial, then applying a static dimensionality-reduction technique. For the simplest two-stage method, the firing-rate estimates are obtained by convolving each spike train with a Gaussian kernel. These firing-rate estimates, taken across all simultaneously recorded neurons, define a trajectory in the high-dimensional space of recorded activity (Fig. 2A). This trajectory is represented by a series of data points (dots in Fig. 2B). In the simplest case, the data points of many such trajectories are then passed to PCA, which identifies the directions of greatest variance in the high-dimensional space. The high-dimensional data points are then projected into the low-dimensional space defined by the principal component axes (conceptualized by the S1S2 plane shown in Fig. 2C). The projected data points can then be strung back together over time to obtain a low-dimensional neural trajectory (Fig. 2D).

Although PCA is widely used and simple to apply, it is problematic when applied to neural data because neurons with higher firing rates are known to show higher count variability (i.e., their Poisson-like behavior) (Dayan and Abbott 2001). Because PCA finds directions in the high-dimensional space of greatest variance, these directions tend to be dominated by the neurons with the highest firing rates. This is illustrated in Fig. 4A using two neurons. In this simulation, the underlying firing rates of the two neurons are perfectly correlated (black line), representing the ground truth. What we are able to observe, however, are noise-corrupted versions (blue dots) of the underlying firing rates, where the noise is assumed to be independent for each neuron. These blue dots are analogous to the dots in Fig. 2B. The goal is to recover the true relationship between the activity of the two neurons (black line) using only the noise-corrupted data points (blue dots). Once this relationship is identified (i.e., an estimate of the black line), the data points are then projected onto the estimated line, yielding “denoised” firing-rate estimates for the two neurons. In this case, identifying the true one-dimensional relationship between the two neurons provides a succinct account of the noisy recorded activity (Fig. 4).

Compared with neuron 2, neuron 1 has a higher mean firing rate and correspondingly higher firing-rate variability in Fig. 4A. The higher variability leads to an elongation of the covariance ellipse (dashed blue) along the horizontal direction. When PCA is applied to the data points, the direction of highest variance (red line) is identified. In a comparison of the red and black lines, it is apparent that PCA provides a poor estimate of the true firing-rate relationship between the two neurons. The reason for the mismatch is that PCA implicitly assumes that the noise variance is isotropic (i.e., the same for all neurons regardless of mean firing rate). PCA erroneously identifies a direction that is biased in the direction of high noise variance, in this case along

3 PCA is the limiting case of PPCA as the noise variance goes to zero.
However, neurons can change their firing rate by many tens of spikes/s, for example, in response to a stimulus or during movement preparation and execution. As described earlier, the noise variance can therefore also change drastically over time for a given neuron. This is problematic because PCA, PPCA, and FA all assume that the noise variance of each neuron is fixed over time, regardless of how the neuron’s underlying firing rate fluctuates. A possible solution is to replace the Gaussian observation noise model of PPCA and FA with a point-process (Smith and Brown 2003; Truccolo et al. 2005; Yu et al. 2006) likelihood model. Such an extension is challenging due to issues of mathematical tractability and computational complexity (Cunningham et al. 2008b). In this work, we consider a simpler approach based on discrete time steps. The square-root transform is known to stabilize the variance of Poisson-distributed counts (Kihlberg et al. 1972). By stabilizing the noise variance, dimensionality-reduction techniques that assume stationary noise variance (such as PCA, PPCA, and FA) can then be applied. Because the square-root transform operates only on count data, we propose performing the following sequence of preprocessing operations in lieu of kernel-smoothing the spike trains directly: 1) spike counts are taken in nonoverlapping time bins, 2) the counts are square-root transformed, and 3) the transformed counts are kernel-smoothed over time. The resulting data points are then passed to PCA, PPCA, or FA.

If the spike counts were indeed Poisson-distributed and if the square-root transform were able to perfectly stabilize the variance of Poisson-distributed counts, then the use of PCA/PPCA would be justified, since the spiking noise (in the space of smoothed, square-rooted counts) would be isotropic across different neurons and time points. However, spike counts of real neurons are known to deviate from a Poisson distribution (e.g., Churchland et al. 2006; Tolhurst et al. 1983) and the square-root transform only approximately stabilizes the variance of Poisson-distributed counts (Kihlberg et al. 1972). This is the case both across neurons and across time points. To compensate for unequal variances across neurons, we apply FA rather than PCA/PPCA. In RESULTS, we show that two-stage methods based on FA outperform those based on PCA/PPCA.

Leave-neuron-out prediction error

There are several modeling choices to be made when extracting neural trajectories. First, for the two-stage methods involving kernel smoothing, we seek to find the appropriate degree of smoothness by comparing different smoothing kernel widths. Second, for the two-stage methods, we seek to compare different dimensionality-reduction techniques (in this work, PCA, PPCA, and FA). Third, we seek to compare the two-stage methods with GPFA. Fourth, for all two-stage methods and GPFA, we seek to compare different dimensionalities of the low-dimensional state space. Such a comparison would help to determine whether the high-dimensional recorded activity can indeed be succinctly summarized by a low-dimensional neural trajectory and help to select the appropriate dimensionality of the low-dimensional space.

Such modeling choices are typically made either by comparing cross-validated prediction errors (Hastie et al. 2001) or likelihoods, or by comparing Bayesian marginal likelihoods (MacKay 2003), which are often approximated using the Akaike information criterion or the Bayesian information criterion. There are two reasons why the likelihood approaches are not applicable here. First, most of the two-stage methods are partially or entirely nonprobabilistic. In particular, kernel smoothing and PCA are nonprobabilistic operations. Second, even if a probabilistic dimensionality-reduction technique (e.g., PPCA or FA) is used, the likelihoods obtained are based on the smoothed data. When the data are altered by different presmoothing operations (or not, in the case of GPFA), the likelihoods are no longer comparable. Here, we introduce a goodness-of-fit metric by which all of the comparisons listed earlier can be made.

We describe the basic idea of the metric in this section; the mathematical details are given in the APPENDIX. First, we select a particular method for extracting neural trajectories for which we want to evaluate goodness-of-fit. For the two-stage methods using kernel smoothing, this involves specifying the smoothing kernel width and the dimensionality-reduction technique (e.g., PCA, PPCA, or FA) to be used. Next, the model parameters are fit to the training data. For example, for the PCA-based two-stage method, the model parameters are the principal directions and data mean found by applying PCA to the smoothed square-rooted spike counts. Then, based on data not used for model fitting, we leave out one neuron at a time and ask how well the fitted model is able to predict the activity of that neuron, given the activity of all other recorded neurons.

This leave-neuron-out model prediction is illustrated in Fig. 4B. Consider the same situation with two neurons as in Fig. 4A. Here, we leave out neuron 1 and ask each dimensionality-reduction technique (PCA, PPCA, FA) to predict the activity of neuron 1 based only on the activity of neuron 2 (blue dot). For PCA, this is a simple geometric projection, yielding the red dot labeled “PCA.” Although PPCA finds the same principal direction as PCA (as shown in Fig. 4A), it yields a different model prediction (red dot labeled “PPCA”). The reason is that PPCA has an explicit noise model, which allows deviations of neuron 2’s activity away from its mean to be attributed partially to noise, rather than entirely to changes in the low-dimensional state (i.e., movement along the red line). Thus, the PPCA model prediction is more robust to observation noise than the PCA model prediction. One can use the PPCA intuition to understand the FA model prediction (green dot). The only difference is that FA allows different neurons to have different noise variances. Although PPCA and FA are shown to give nearly identical model predictions in the two-neuron case in Fig. 4B, their model predictions are generally different for larger numbers of neurons (cf. Fig. 5A). The same ideas can be applied to compute the model prediction for GPFA, which incorporates the concept of time.

For all methods considered in this work, the model prediction can be computed analytically because all variables involved are jointly Gaussian, as detailed in the APPENDIX. We compute a prediction error, defined as the sum-of-squared differences between the model prediction and the observed square-rooted spike counts across all neurons and time points. This prediction error can be computed for the two-stage methods (using various smoothing kernel widths and dimensionality-reduction techniques) and GPFA, across different choices of the state space dimensionality. The comparisons listed at the beginning of this section can then be made by comparing the prediction errors.

Gaussian-process factor analysis

In this section, we provide motivation for GPFA before describing it mathematically. Then, we detail how to fit the GPFA model to neural data. Finally, we show how the extracted trajectories can be intuitively visualized using an orthonormalization procedure and describe how this gives rise to a “reduced” GPFA model with fewer state dimensions than timescales.

MOTIVATION FOR GPFA. PCA, PPCA, and FA are all static dimensionality-reduction techniques. In other words, none of them takes into account time labels when applied to time series data; the measurements are simply treated as a collection of data points. In the two-stage methods, the temporal relationships among the data points are taken into account during kernel smoothing. There is then no explicit use of time label information during dimensionality reduction.

Footnote:

4 Our data sets include multiunit activity, comprising the activity of single neurons whose spike waveforms could not be discriminated through spike sorting. We consider a multiunit spike count to be the summed spike counts of its constituent single neurons. Because the sum of Poisson random variables is Poisson, we apply the square-root transform to both single units and multiunits in our data sets.
Here we propose an extension of FA that performs smoothing and dimensionality reduction in a common probabilistic framework, which we term Gaussian-process factor analysis (GPFA). Unlike FA, GPFA leverages the time label information to provide more powerful dimensionality reduction for time series data. The GPFA model is simply a set of factor analyzers (one per time point, each with identical parameters) that are linked together in the low-dimensional state space by a Gaussian process (GP) (Rasmussen and Williams 2006) prior. Introducing the GP allows for the specification of a correlation structure across the low-dimensional states at different time points. For example, if the system underlying the time series data is believed to evolve smoothly over time, we can specify that the system’s state should be more similar between nearby time points than between faraway time points. Extracting a smooth low-dimensional neural trajectory can therefore be viewed as a compromise between the low-dimensional projection of each data point found by FA and the desire to string them together using a smooth function over time.

MATHEMATICAL DESCRIPTION OF GPFA. As with the two-stage methods, spike counts are first taken in nonoverlapping time bins and square-rooted. However, unlike the two-stage methods, there is no presmoothing of the square-rooted spike counts for GPFA, since the smoothing and dimensionality reduction are performed together. Let \( \mathbf{y}_{ij} \in \mathbb{R}^{n_i \times 1} \) be the high-dimensional vector of square-rooted spike counts recorded at time point \( t = 1, \ldots, T \), where \( n_i \) is the number of neurons being recorded simultaneously. We seek to extract a corresponding low-dimensional latent neural state \( \mathbf{x}_{ij} \in \mathbb{R}^{p \times 1} \) at each time point, where \( p \) is the dimensionality of the state space \( (p < q) \). For notational convenience, we group the neural states from all time points into a neural trajectory denoted by the matrix \( \mathbf{X} = [\mathbf{x}_1, \ldots, \mathbf{x}_T] \in \mathbb{R}^{n \times p \times T} \). Similarly, the observations can be grouped into a matrix \( \mathbf{Y} = [\mathbf{y}_1, \ldots, \mathbf{y}_T] \in \mathbb{R}^{q \times n \times T} \). We define a linear-Gaussian relationship between the observations \( \mathbf{y}_{ij} \) and neural states \( \mathbf{x}_{ij} \):

\[
\mathbf{y}_{ij} \mid \mathbf{x}_{ij} \sim \mathcal{N}(\mathbf{C} \mathbf{x}_{ij} + \mathbf{d}, \mathbf{R})
\]

where \( \mathbf{C} \in \mathbb{R}^{q \times p}, \mathbf{d} \in \mathbb{R}^{q \times 1}, \) and \( \mathbf{R} \in \mathbb{R}^{q \times q} \) are model parameters to be learned. As in FA, we constrain the covariance matrix \( \mathbf{R} \) to be diagonal, where the diagonal elements are the independent noise variances of each neuron. In general, different neurons can have different independent noise variances. Although a Gaussian is not strictly a distribution on square-rooted counts, its use in Eq. 1 preserves computational tractability (e.g., Wu et al. 2006).

The neural states \( \mathbf{x}_{ij} \) at different time points are related through Gaussian processes, which embody the notion that the neural trajectories should be smooth. We define a separate GP for each dimension of the state space indexed by \( i = 1, \ldots, p \):

\[
\mathbf{x}_{ij} \sim \mathcal{N}(\mathbf{0}, \mathbf{K})
\]

where \( \mathbf{x}_{ij} \in \mathbb{R}^{1 \times T} \) is the \( i \)th row of \( \mathbf{X} \) and \( \mathbf{K} \in \mathbb{R}^{T \times T} \) is the covariance matrix for the \( i \)th GP. The form of the GP covariance can be chosen to provide different smoothing properties on the neural trajectories. In this work, we chose the commonly used squared exponential (SE) covariance function

\[
K(t_i, t_j) = \sigma_f^2 \exp\left(-\frac{(t_i - t_j)^2}{2\tau_f^2}\right) + \sigma_n^2 \delta_{ij}
\]

where \( K(t_i, t_j) \) denotes the \((t_i, t_j)\)th entry of \( \mathbf{K} \) and \( t_1, t_2 = 1, \ldots, T \). The SE covariance is defined by its signal variance \( \sigma_f^2 \in \mathbb{R}_+ \), characteristic timescale \( \tau_f \in \mathbb{R}_+ \), and GP noise variance \( \sigma_n^2 \in \mathbb{R}_+ \). The Kronecker delta \( \delta_{ij} \) equals 1 if \( t_i = t_j \) and 0 otherwise. The SE is an example of a stationary covariance; other stationary and nonstationary GP covariances (Rasmussen and Williams 2006) can be applied in a seamless way.

Because the neural trajectories \( \mathbf{X} \) are hidden and must be inferred from the recorded activity \( \mathbf{Y} \), the scale of \( \mathbf{X} \) (defined by the \( \mathbf{K} \) in Eq. 2) is arbitrary. In other words, any scaling of \( \mathbf{X} \) can be compensated by appropriately scaling \( \mathbf{C} \) (which maps the neural trajectory into the space of recorded activity) such that the scale of \( \mathbf{Y} \) remains unchanged.\(^6\) To remove this model redundancy without changing the expressive power of the model, we fix the scale of \( \mathbf{X} \) and allow \( \mathbf{C} \) to be learned without constraints. By direct analogy to FA, we set the prior distribution of the neural state \( \mathbf{x}_{ij} \) at each time point \( t \) to be \( \mathcal{N}(0, I) \) by fixing \( K(t, t) = 1 \) (however, note that the \( \mathbf{x}_{ij} \) are still correlated across different \( t \)). This can be achieved by setting \( \sigma_f^2 = 1 - \sigma_n^2 \), where \( 0 < \sigma_n^2 \leq 1 \).\(^7\) Because we seek to extract smooth neural trajectories, we fixed \( \sigma_n^2 \) to a small value (10\(^{-3}\)), as is often done for GPs (Rasmussen and Williams 2006). In the APPENDIX, we consider learning \( \sigma_n^2 \) from the data. For all analyses described in RESULTS, the timescale \( \tau_f \) is the only parameter of the SE covariance that is learned.

FITTING THE GPFA MODEL. The parameters of the GPFA model (Eqs. 1 and 2) can be fit by using the commonly used expectation-maximization (EM) algorithm (Dempster et al. 1977). The EM algorithm seeks the model parameters \( \theta = (\mathbf{C}, \mathbf{d}, \mathbf{R}, \tau_1, \tau_p) \) that maximize the probability of the observed data \( \mathbf{Y} \). In the APPENDIX, we derive the EM update equations for the GPFA model. Because the neural trajectories and model parameters are both unknown, the EM algorithm iteratively updates the neural trajectories (in the E-step) and the model parameters (in the M-step), while the other remains fixed. This algorithm is guaranteed to converge to a local optimum. The E-step involves using the most recent parameter updates to evaluate the relative probabilities of all possible neural trajectories given the observed spikes. This Gaussian posterior distribution \( P(\mathbf{X} \mid \mathbf{Y}) \) can be computed exactly because the \( \mathbf{x}_{ij} \) and \( \mathbf{y}_{ij} \) across all time points are jointly Gaussian, by definition. In the M-step, the model parameters are updated using the distribution \( P(\mathbf{X} \mid \mathbf{Y}) \) over neural trajectories found in the E-step. The updates for \( \mathbf{C}, \mathbf{d}, \) and \( \mathbf{R} \) can be expressed in closed form and are analogous to the parameter updates in FA. The characteristic timescales \( \tau_f \) can be updated using any gradient optimization technique. Note that the degree of smoothness (defined by the timescales) and the relationship between the low-dimensional neural trajectory and the high-dimensional recorded activity (defined by \( \mathbf{C} \)) are jointly optimized. Furthermore, a different timescale is learned for each state dimension indexed by \( i \).

VISUALIZING TRAJECTORIES VIA ORTHONORMALIZATION. Once the GPFA model is learned, we can use it to extract neural trajectories \( E[\mathbf{X} \mid \mathbf{Y}] \) (Eq. A6) from the observed activity \( \mathbf{Y} \). These low-dimensional neural trajectories can be related to the high-dimensional observed activity using Eq. 1, which defines a linear mapping \( \mathbf{C} \) between the two spaces. The following is one way to understand this mapping. Each column of \( \mathbf{C} \) defines an axis in the high-dimensional space. The \( i \)th element of \( \mathbf{x}_{ij} (i = 1, \ldots, p) \) specifies “how far to go” along the axis defined by the \( i \)th column of \( \mathbf{C} \). The location in the high-dimensional space corresponding to the neural state \( \mathbf{x}_{ij} \) is given by the summed contributions along each of the \( p \) aforementioned axes, plus a constant offset \( \mathbf{d} \).

Although the relationship between the low- and high-dimensional spaces is mathematically well defined, it is difficult to picture this relationship without knowing the direction and scale of the axes defined by the columns of \( \mathbf{C} \). For example, any point in the two-dimensional space can be represented as a linear combination of arbitrary two-dimensional vectors \( \mathbf{w}_1 \) and \( \mathbf{w}_2 \), provided that the two

---

\(^{6}\) This can be seen mathematically in Eq. A7, where \( K \) defines the scale of \( \mathbf{X} \). The scale of \( \mathbf{Y} \) depends on the product \( \mathbf{CKC}^T \), not on \( \mathbf{K} \) and \( \mathbf{C} \) individually. Thus any scaling on \( \mathbf{K} \) can be compensated by appropriately scaling \( \mathbf{C} \).

\(^{7}\) The GP noise variance \( \sigma_n^2 \) must be nonzero to ensure that \( \mathbf{K} \) is invertible. If \( \sigma_n^2 = 1 \), there is no correlation across time and GPFA becomes FA.
vectors are not scaled versions of each other. If $w_1$ and $w_2$ are neither orthogonal nor of unit length, understanding how the two vectors are linearly combined to form different points can be nonintuitive. Thus points in two-dimensional space are typically referred to using their $(x, y)$ Cartesian coordinates. These coordinates specify how unit vectors pointing along the $x$ and $y$ axes (i.e., orthonormal vectors) should be linearly combined to obtain different points in the two-dimensional space. This provides an intuitive specification of points in the two-dimensional space. In GPFA, the columns of $C$ are not orthonormal, akin to the arbitrary $w_1$ and $w_2$. The following paragraphs describe how to orthonormalize the columns of $C$ in GPFA to make visualization more intuitive. This is akin to expressing two-dimensional points in terms of their $(x, y)$ Cartesian coordinates.

In the case of PCA, the identified principal directions are orthonormal, by definition. It is this orthonormal property that yields the intuitive low-dimensional visualization—i.e., the intuitive mapping between the low-dimensional principal components space and high-dimensional data space. Although the columns of $C$ are not constrained to be orthonormal for GPFA, we can still obtain an intuitive “PCA-like” mapping between the two spaces for ease of visualization. The basic idea is to find a set of orthonormal basis vectors spanning the same space as the columns of $C$. This is akin to finding the unit vectors that point along the two Cartesian axes from the arbitrary $w_1$ and $w_2$, in the preceding example. This orthonormalization procedure does not alter the GPFA model-fitting procedure nor the extracted neural trajectories; it simply offers a more intuitive way of visualizing the extracted trajectories.

The orthonormalization procedure involves applying the singular value decomposition (Strang 1988) to the learned $C$. This yields $C = UDV^*$, where $U \in \mathbb{R}^{p \times p}$ and $V \in \mathbb{R}^{p \times p}$ each have orthonormal columns and $D \in \mathbb{R}^{p \times p}$ is diagonal. Thus, we can write $C_{:, j} = UDV_{:, j} = Ux_{:, j}$, where $x_{:, j} \in \mathbb{R}^{p \times 1}$ is the orthonormalized neural state at time point $t$. Note that $x_{:, j}$ is a linear transformation of $\tilde{x}_{:, j}$. The orthonormalized neural trajectory extracted from the observed activity $Y$ is thus $DV^*E[X]Y$. Since $U$ has orthonormal columns, we can now intuitively visualize the trajectories extracted by GPFA, in much the same spirit as for PCA.

There is one other important advantage of the orthonormalization procedure. Whereas the elements of $x_{:, t}$ (and the corresponding columns of $C$) have no particular order, the elements of $x_{:, j}$ (and the corresponding columns of $U$) are ordered by the amount of data covariance explained, analogous to PCA. Especially when the number of state dimensions $p$ is large, the ordering facilitates the identification and visualization of the dimensions of the orthonormalized neural trajectory that are most important for explaining the recorded activity.

The ordering is made possible by the singular value decomposition, which specifies the scaling of each of the columns of $U$ in the diagonal entries of $D$ (i.e., the singular values). If these diagonal entries are arranged in decreasing order, then the columns of $U$ specify directions in the high-dimensional space in order of decreasing data covariance explained. Overall, the orthonormalization procedure allows us to view the neural trajectories extracted by GPFA using PCA-like intuition. In particular, the low-dimensional axes are ordered and can be easily pictured in the high-dimensional space. These concepts are illustrated in Fig. 2, C and D, where $S_1$ and $S_2$ correspond to the first two dimensions of the orthonormalized neural state $\tilde{x}_{:, j}$.

**REDUCED GPFA.** According to Eq. 2, each neural state dimension indexed by $i$ has its own characteristic timescale $\tau_i$. This implies that a GPFA model with a $p$-dimensional neural state possesses a total of $p$ timescales. However, there may be cases where the number of timescales needed to describe the data exceeds the number of state dimensions. For example, it may be that a system uses only two degrees of freedom (i.e., two state dimensions), but evolves over time with a wide range of different speeds that cannot be well captured using only two timescales. Here, we describe a way to obtain a GPFA model whose number of timescales $p$ exceeds the effective state dimensionality $\hat{p}$. First, a GPFA model with state dimensionality $\hat{p}$ is fit using the EM algorithm. Next, the orthonormalization procedure described earlier is applied, yielding the orthonormalized neural state $\tilde{x}_{:, j} \in \mathbb{R}^{p \times \hat{p}}$. Note that, although each dimension of $\tilde{x}_{:, j}$ possesses a single characteristic timescale, each dimension of $\tilde{x}_{:, j}$ represents a mixture of $p$ timescales. Because the dimensions of $\tilde{x}_{:, j}$ are ordered by the amount of data covariance explained, we can choose to retain only the top $\hat{p}$ dimensions of $\tilde{x}_{:, j}$ ($\hat{p} = 1, \ldots, p$) and to discard the remaining lowest dimensions. This yields a $p$-dimensional neural trajectory for the reduced GPFA model.

**Dynamical systems approaches**

Another way to extract neural trajectories is by defining a parametric dynamical model that describes how the low-dimensional neural state evolves over time. A hidden Markov model (HMM) is a dynamical model in which the state jumps among a set of discrete values. HMMs have been fruitfully applied to study single-trial neural population activity in monkey frontal cortex (Abeles et al. 1995; Gat et al. 1997; Seidemann et al. 1996), rat gustatory cortex (Jones et al. 2007), monkey premotor cortex (Kemere et al. 2008), and songbird premotor areas (Damoézy and Hahnloser 2006; Weber and Hahnloser 2007). In many experimental contexts, it is desirable to allow for a continuous-valued state, rather than one that jumps among a set of discrete values. Even in settings where the experimental paradigm defines discrete states (e.g., Fig. 1A, one state per percept or decision), there are advantages to using continuous-valued states. Whereas a HMM would indicate when the switches occur in Fig. 1A, a dynamical model with continuous-valued states would allow one to study the details of how the switching is carried out—in particular, along what path and how quickly. Although it is always possible to define the HMM with a larger number of discrete states to approximate a model with continuous-valued states, such an approach is prone to overfitting and requires appropriate regularization (Beal et al. 2002).

A commonly used dynamical model with continuous-valued state is a first-order linear autoregressive (AR) model (Kulkarni and Paninski 2007; Smith and Brown 2003), which captures linear Markovian dynamics. Such a model can be expressed as a Gaussian process, since the state variables are jointly Gaussian. This can be shown by defining a separate first-order AR model for each state dimension indexed by $i \in \{1, \ldots, p\}$.

$$x_{i,t+1} \sim N(a_i x_{i,t}, \sigma_i^2)$$

Given enough time ($t \rightarrow \infty$) and $|\sigma_i| < 1$, the model will settle into a stationary state that is equivalent to Eq. 2 with

$$K(t_1, t_2) = \frac{\sigma_i^2}{1 - a_i^{t_2 - t_1}}$$

as derived elsewhere (Turner and Sahani 2007). The first-order AR model described by Eqs. 2 and 5, coupled with the linear-Gaussian observation model Eq. 1, will henceforth be referred to as “LDS” (linear dynamical system). Different covariance structures $K_i$ can be obtained by going from a first-order to an $n$th-order AR model. One drawback of this approach is that it is usually not easy to construct an $n$th-order AR model with a specified covariance structure. In contrast, the GP approach requires only the specification of the covariance structure, thus allowing different smoothing properties to be applied in a seamless way. AR models are generally less computationally demanding than those based on GP, but this advantage shrinks as the
order of the AR model grows. Another difference is that Eq. 5 does
not contain an independent noise term $\sigma^2_n, \sigma^2_p$, as in Eq. 3. The
innovations noise $\sigma^2_n$ in Eq. 4 is involved in setting the smoothness of
the time series, as shown in Eq. 5. Thus, Eq. 4 would need to be
augmented to explicitly capture departures from the AR model.

One may also consider defining a nonlinear dynamical model (Yu
et al. 2006), which typically has a richer set of dynamical behaviors
than that of linear models. The identification of the model parameters
provides insight into the dynamical rules governing the time evolution
of the system under study. However, especially in exploratory data
analyses, it may be unclear what form this model should take. Even if
an appropriate nonlinear model can be identified, using it to extract
neural trajectories may require computationally intensive approximations and yield unstable model-fitting algorithms (Yu et al. 2006). In
contrast, the model-fitting algorithm for GPFA is stable, approxima-
tion-free, and straightforward to implement. The use of GPFA can be
viewed as a practical way of going beyond a first-order linear AR
model without having to commit to a particular nonlinear system,
while retaining computational tractability.

Relative to previously proposed models in the machine learning
literature, GPFA is most similar to the semiparametric latent factor model
(Teh et al. 2005), where the GPFA model can be obtained by
letting time indices play the role of inputs. Although GPFA involves
Gaussian processes and latent variables, it is quite different from the
Gaussian process latent variable model (GP-LVM) (Lawrence 2005).
The GP-LVM uses Gaussian processes to define a nonlinear relation-
ship between the latent and the observed variables. In that case, the
GP smoothing is defined by how close two points are in the latent
space. In contrast, GPFA defines a linear mapping between the latent
and observed variables; the GP smoothing is defined by how close two
points are in time (Lawrence and Moore 2007). GPFA is also quite
different from Gaussian process dynamical models (GPDM) (Wang
et al. 2006). Whereas GPDM extends Markovian linear AR models to
the nonlinear regime (while remaining Markovian), GPFA extends to
the non-Markovian regime (while remaining linear) with arbitrary
temporal covariance structures. As with GP-LVM, GPFA defines a
nonlinear relationship between the latent and observed variables.

Delayed-reach task and neural recordings

Animal protocols were approved by the Stanford University Insti-
tutional Animal Care and Use Committee. We trained an adult male
monkey (Macaca mulatta, monkey G) to perform delayed center-out
reaches for juice rewards. Visual targets were back-projected onto a
frontoparallel screen about 30 cm in front of the monkey. The monkey
touched a central target and fixated his eyes on a crosshair at the upper
right corner of the central target. After a center hold period of 1,000
ms, a pseudorandomly chosen peripheral reach target was presented at
one of 14 possible locations (directions: 0, 45, 90, 135, 180, 225,
315; distances: 60, 100 mm). After a randomly chosen instructed
delay period, the “go” cue (signaled by both the enlargement of the
reach target and the disappearance of the central target) was given and
the monkey reached to the target. In the present work, we analyzed
data from two experiments that differ only in the distribution of delay
periods used. Whereas experiment G20040123 used delay periods in the
range 200–700 ms, experiment G20040124 used three discrete
delay periods of 30, 130, and 230 ms. Eye fixation at the crosshair was
enforced throughout the delay period. After a hold time of 200 ms at
the reach target, the monkey received a liquid reward.

During experiments, monkeys sat in a custom chair (Crist Instru-
m ents, Hagerstown, MD) with the head brace and the nonreaching
arm strapped to the chair. The presentation of the visual targets was
controlled using the Tempo software package (Reflective Computing,
St. Louis, MO). A custom photodetector recorded the timing of the video frames with 1-ms resolution. The position of the hand was
measured in three dimensions using the Polaris optical tracking system
(Northern Digital, Waterloo, Ontario, Canada; 60 Hz, 0.35-mm accuracy),
whereby a passive marker taped to the monkey’s fingertip reflected
infrared light back to the position sensor. Eye position was tracked
using an overhead infrared camera (Iscan, Burlington, MA; 240 Hz,
estimated accuracy of 1°).

A 96-channel silicon electrode array (Cyberkinetics, Foxborough,
MA) was implanted straddling dorsal premotor (PMd) and motor
(M1) cortex in the right hemisphere, contralateral to the reaching arm.
Surgical procedures have been described previously (Churchland et al. 2006). An intraoperative photo showing the exact location of array
implantation can be found in Batista et al. (2007). We manually
discriminated spike waveforms at the start of each session using two
time–amplitude window discriminators on each channel. Isolations
were tagged as either single unit or multiunit based on visual inspec-
tion of their quality during the experiment. On this particular electrode
array, we found several groups of electrodes that yielded nearly
identical (or highly similar) spike trains. Although the source of this
electrode “cross talk” is currently unclear, we speculate that it may be
due to faulty electrical isolation among the channels either in the
dedector postimplantation, in the wire bundle leading out of the array,
or in the array itself. It is unlikely that two adjacent electrodes
recorded from the same neuron(s), given the distance between adja-
cent electrodes (400 μm). We have observed such cross talk on a few
different electrode arrays. For prosthetic decoding (e.g., of arm
trajectories), this is typically not a major concern, since it simply gives
the repeated unit(s) a greater influence on the decoded result. For
extracting neural trajectories, this is a major problem, since the goal is
to identify structure in the correlated activity across the neural pop-
ulation. If two units have identical (or nearly identical) activity, one of
the dimensions of the neural trajectory is likely to be dedicated to
describing this spurious, strong correlation between the pair of units.
Thus, before analyzing the data, we checked all pairs of the 96
electrodes for cross talk by computing the percentage of coincident
spikes (allowing for ±1-ms jitter) for each pair. Across all pairs, this
yielded a clear, bimodal distribution. On this electrode array, we
found cross talk in three electrode pairs, two triplets, and one qua-
druplet. We thus removed 10 of the 96 channels before any of the
analyses described in this paper were performed.

The analyses in the present work are concerned primarily with
the neural activity during the delay period. However, many of our
isolations showed the strongest modulation during the movement
period and/or showed weakly modulated delay-period activity. A
single unit or multiunit was thus included in our analyses only if
1) it possessed tuned ($P < 0.1$) delay-period activity with reason-
able modulation (≥5 spikes/s difference between the most and
least responsive conditions) and 2) the delay-period firing rate
averaged across all conditions was ≥20% of the movement-period
firing rate averaged across all conditions. For these assessments,
the delay-period firing rate was computed in a 200-ms window
starting 150 ms after reach target presentation, whereas the move-
ment-period firing rate was computed in a 300-ms window starting
100 ms this paper movement onset.

In total, we analyzed 784 (910) trials for experiment G20040123
(G20040124), comprising 18 (18) single units and 43 (44) multiunits.
The distribution of reaction times, defined as the time between the
gaze movement and movement onset, had mean ± SD of 293 ± 48 ms (329 ± 54
ms). The arm movement durations were 269 ± 40 ms (280 ± 44 ms).
Both data sets have previously appeared (Churchland et al. 2006). We
have explicitly chosen to analyze the same data sets here to uncover
the single-trial substrates of the trial-averaged effects reported in our
previous studies.
Innovative Methodology

RESULTS

We considered neural data for one reach target at a time, ranging from 200 ms before reach target onset to movement end. This period comprised the randomly chosen delay period following reach target onset, the monkey’s reaction time, and the duration of the arm reach. Spike counts were taken in nonoverlapping 20-ms bins, then square-rooted. For the two-stage methods, these square-rooted counts were first smoothed over time using a Gaussian kernel before being passed to a static dimensionality-reduction technique: PCA, PPCA, or FA. LDS and GPFA were given the square-rooted spike counts with no kernel presmoothing. Using the goodness-of-fit metric described in METHODS, we can compare different degrees of smoothness, dimensionality-reduction techniques (PCA, PPCA, and FA), and state dimensionalities for the two-stage methods. Figure 5A shows the prediction error for PCA (dashed red), PPCA (solid red), and FA (green) across different state dimensionalities (p = 3, 5, 10, 15) with a kernel width of 50 ms. Alternatively, we can fix the state dimensionality (p = 10 in Fig. 5B; p = 15 in Fig. 5C) and vary the kernel width. There are two primary findings for the two-stage methods. First, PCA, PPCA, and FA yielded progressively lower prediction error (Wilcoxon paired-sample test, P < 0.001). Statistical significance was assessed by looking across the 14 reach targets; for each reach target, we obtained minimum prediction error for each method (LDS and GPFA) at its optimal state dimensionality. The prediction error was further reduced by taking only the top p orthonormalized state dimensions of a GPFA model fit with p = 15 (reduced GPFA, solid black). Among the methods for extracting neural trajectories compared in this work, reduced GPFA produced the lowest prediction error (Wilcoxon paired-sample test, P < 0.001). Further insight regarding the performance of the reduced GPFA model is provided in the following text.

Based only on Fig. 5, it is difficult to assess the benefit of GPFA relative to competing methods in terms of percentage improvement in prediction error. The reason is that we do not know what the theoretical lower limit on the prediction error is for real neural data. It would be incorrect to compute the percentage improvement in terms of distance from zero error. Thus, we performed a simulation (described in the APPENDIX and Fig. A2) in which the error floor can be computed. Based parameters. PCA has the worst performance because it has no explicit noise model and is thus unable to distinguish between changes in the underlying neural state and spiking noise. Second, for these data, the optimal smoothing kernel width was approximately 40 ms for both PPCA and FA, as indicated by Fig. 5, B and C.

The same metric can be used to compare the two-stage methods with LDS and GPFA. As indicated in Fig. 5, LDS (blue) yielded lower prediction error than the two-stage methods (Wilcoxon paired-sample test, P < 0.001). Furthermore, GPFA (dashed black) outperformed LDS and the two-stage methods (Wilcoxon paired-sample test, P < 0.001). As before, statistical significance was assessed by looking across the 14 reach targets; for each reach target, we obtained minimum prediction error for each method (LDS and GPFA) at its optimal state dimensionality.

FIG. 5. Prediction errors of two-stage methods (PCA, dotted red; PPCA, solid red; FA, green), linear dynamical system (LDS, blue), GPFA (dashed black), and reduced GPFA (solid black), computed using 4-fold cross-validation. A: prediction errors for different state dimensionalities. For two-stage methods, prediction errors shown for 50-ms kernel width (SD of Gaussian kernel). For reduced GPFA, the horizontal axis corresponds to p orthonormalized dimensions of a GPFA model fit with p = 15. Star indicates minimum of solid black curve. Denser sampling of kernel widths shown for B, p = 10 and C, p = 15. Note that the dashed and solid black lines are overlaid in C, by definition. Analyses in this figure are based on 56 trials and q = 61 units for the reach target at distance 100 mm and direction 45°, Experiment G20040123.

10 All major trends in Fig. 5 were preserved without the square-root transform. We also considered smoothing spike trains directly (i.e., without binning) for the two-stage methods, which yielded results nearly identical to those of smoothing (non-square-rooted) spike counts. In the present work, the spikes are binned because this allows the square-root transform to be used, as described in METHODS.

11 For comparison, one may also consider computing the prediction error using the trial-averaged neural responses from the training data. However, trial-averaging is possible only if the experimental timing is identical on different trials. For the data being analyzed here, across-trial averaging is not possible because different trials have different delay periods, reaction times, and arm movement durations.
on this error floor (which was far above zero), we found that GPFA provided tens of percent improvement in prediction error relative to that of the best two-stage method. This suggests that GPFA may have a similar percentage improvement for the real neural data shown in Fig. 5.

Figure 6 shows the neural trajectories $E[X|Y]$ (Eq. A5) extracted by GPFA with $p = 15$. Each panel corresponds to a different neural state dimension, which evolves over time according to its own characteristic timescale $\tau_i$ that is learned from the data. For example, the timescales for the first five dimensions in Fig. 6 are 54, 160, 293, 173, and 111 ms. Although we have obtained a substantial reduction in dimensionality in going from the 61-dimensional recorded neural responses to the 15-dimensional neural trajectories, it is still difficult to gain intuition about how the neural responses are evolving over time based solely on Fig. 6, for two reasons. First, the dimensions of the neural state are not ordered; thus, we do not know whether certain state dimensions are more important than others for explaining the activity across the neural population. Second, although each state dimension corresponds to a column of $C$, one cannot readily picture how the low-dimensional neural trajectories would appear if mapped out into the high-dimensional space using Eq. 1. The reason is that the columns of the learned $C$ may have different scalings and are not guaranteed to be mutually orthogonal.

These difficulties can be overcome by applying the orthonormalization procedure described in METHODS based on the singular value decomposition of $C$. The resulting orthonormalized neural trajectories are shown in Fig. 7, where each panel corresponds to an orthonormalized state dimension and involves a mixture of timescales. Importantly, the panels are arranged in decreasing order of data covariance explained. This ordering is apparent in Fig. 7 if one considers the range of values explored by the orthonormalized neural trajectory along each of its dimensions. The top orthonormalized dimensions indicate fluctuations in the recorded population activity shortly after target onset (red dots) and again after the go cue (green dots). Furthermore, the neural trajectories around the time of the arm movement are well aligned on movement onset. These observations are consistent with previous analyses of the same data (Churchland et al. 2006), as well as other studies of neural activity collected during similar tasks in the same cortical areas. Note that the neural trajectories in Fig. 7 are remarkably similar (but not identical) on different trials, even though $I$) the spike timing differs across repeated trials and 2) there is no constraint built into GPFA requiring that neural trajectories should trace out similar paths on different trials. The orthonormalized dimensions $x_{1,\cdot}$ and $x_{2,\cdot}$ are analogous to $S_1$ and $S_2$, respectively, in Fig. 2. Unlike in Fig. 2D, where the trajectory is plotted in the space of $S_1$ versus $S_2$, each orthonormalized dimension is plotted versus time in Fig. 7 to show more than just the top two (or three) dimensions.

The range of values explored by the trajectories in each orthonormalized dimension is analogous to the variance explained by each principal component in PCA. A common way to estimate the data dimensionality with PCA is to look for an “elbow” in the residual variance curve. Such an “elbow,” if it exists, is typically considered to separate the signal dimensions from the noise dimensions. Similarly, we can obtain a rough estimate of the data dimensionality with GPFA by counting the number of top orthonormalized dimensions showing “meaningful” time-varying structure in Fig. 7. Although the top six dimensions show strong temporal structure, it is unclear by eye whether the lower dimensions are needed to describe the population response. The number of “meaningful” dimensions can be rigorously quantified by computing the prediction error based only on the top $\tilde{p}$ orthonormalized dimensions (reduced GPFA), as described in METHODS. In Fig. 5A (solid black), we...
found that the prediction error continued to decrease as more orthonormalized dimensions ($\tilde{x}_{1:10}$) were included, up to $\tilde{x}_{10}$: This indicates that dimensions $\tilde{x}_{1:10}$ contain meaningful structure for explaining the population response. Beyond $\tilde{x}_{10}$: adding additional dimensions increased the prediction error, indicating that the weak temporal structure seen in these lowest orthonormalized dimensions is primarily “noise.” Thus, the solid black line reaches its minimum at $\tilde{p} = 10$ (referred to as $p^*$). By definition, the solid and dashed black lines coincide at $\tilde{p} = 15$.

Figure 5A also shows that prediction error using only the top 10 orthonormalized dimensions (solid black, $\tilde{p} = 10$) is lower than that obtained by directly fitting a GPFA model with a 10-dimensional neural state (dashed black, $p = 10$). This can be understood by recalling that each panel in Fig. 7 represents a mixture of 15 characteristic timescales. Thus, the top 10 orthonormalized dimensions can make use of up to 15 timescales. In contrast, a GPFA model fit with $p = 10$ can have at most 10 timescales. By fitting a GPFA model with a large number of state dimensions $p$ (each with its own timescale) and taking only the top $\tilde{p} = p^*$ orthonormalized dimensions, we can obtain neural trajectories whose effective dimensionality is smaller than the number of timescales at play.

Based on the solid black line in Fig. 5A we consider the effective dimensionality of the recorded population activity to be $p^* = 10$. In other words, the linear subspace within which the recorded activity evolved during reach planning and execution for this particular target was 10-dimensional. Across the 14 reach targets, each considered separately, the effective dimensionality ranged from 8 to 12, with a mode of 10. All major trends seen in Fig. 5 were preserved across all reach targets.

Having developed a method for extracting low-dimensional neural trajectories that yields lower prediction error than existing methods, we sought to apply it to study neural population activity on a trial-by-trial basis. We previously showed that the across-trial neural variability decreased during reach planning (Churchland et al. 2006), which led to the conception that the underlying neural trajectories (indexing the process of motor planning) may be converging over time. However, this effect could only be inferred indirectly by collapsing over many neurons and trials. Using the methods described in the present work, we can now track the progress of motor planning on single trials and directly view their convergence over time. Figure 8 shows neural trajectories plotted in the space of the top three orthonormalized state dimensions (corresponding to the first three panels of Fig. 7). The extent to which these trajectories converged during reach planning can be quantified by comparing the spread of neural states at target onset (red dots) to that at the go cue (green dots). These spreads are described by the covariance ellipsoids about the scatter of neural states at each of these time points, shown as shaded ellipses in Fig. 8. Formally, we computed the volume of the covariance ellipsoid, defined by the square root of the determinant of the covariance matrix. To compare the spreads at two different time points, we took the ratio of volumes of the two covariance ellipsoids. We computed the ratio of volumes using the top $p^*$ orthonormalized dimensions (in this case, 10), rather than just the top three orthonormalized dimensions shown in Fig. 8. It is essential to compute volumes (and perform other analyses) in the space of optimal dimensionality $p^*$, since important features of the trajectories can be lost by using only a subset of its dimensions. To compare this result across different reach targets that may have different $p^*$, we then took the $p^*$th root of this ratio to obtain a “ratio per dimension.” Only trials with delay periods $>400$ ms, for which there is enough time for the motor planning process to come to completion, were included in this analysis.

For the reach target considered in Figs. 7 and 8, the ratio per dimension from target onset to the go cue was 1.34.12 Across
the 14 reach targets, the ratio per dimension was 1.31 ± 0.13 (mean ± SD). The mean of this distribution was greater than unity (one-sided \( t \)-test, \( P < 0.001 \)), indicating that the neural state converged during reach planning. From the go cue (green dots) to movement onset (blue dots), the neural state further converged (one-sided \( t \)-test, \( P < 0.001 \)), a finding that is also consistent with that of Churchland et al. (2006). In this case, the ratio per dimension was 1.17 ± 0.14 (mean ± SD) across the 14 reach targets. Since the columns of \( U \) are orthonormal, the same volumes can be obtained by first mapping the neural trajectories into the high-dimensional space using \( U \) (yielding denoised high-dimensional data) and computing the volumes there. Because firing rates and the associated spiking noise variances tend to rise after target onset (Churchland et al. 2006), the spread of raw spike counts (with no smoothing or dimensionality reduction) in the high-dimensional space at the time of the go cue would be larger than that at the time of target onset.

Previous reports have shown that reaction times tend to be shorter on trials with longer delay periods, suggesting that some time-consuming motor preparatory process is given a head start during the delay (Churchland et al. 2006; Crammond and Kalaska 2000; Riehle and Requin 1989). In these studies, evidence is provided by the trial-averaged response of single neurons or a one-dimensional time course (e.g., the average firing rate or the Fano factor) collapsed across the neural population. The methods presented in this work allow us to view such effects in a multidimensional neural state space on single trials. We applied GPFA to a data set with three discrete delay periods of 30, 130, and 230 ms. With these short delay periods, we can visualize the effect of the go cue arriving at different times during the early stages of motor preparation. The GPFA model with \( p = 15 \) was fit to trials of all delays periods together. Figure 9 shows the extracted orthonormalized neural trajectories with trials grouped by delay period. Recall that the orthonormalized dimensions are ordered; within each row, the panels are arranged in decreasing order of data covariance explained. The panels in the first column (\( \mathbf{x}_{1,:} \)) appear to be largely capturing the movement-related neural activity (the ramp to the right of the green dots). The panels in the second column (\( \mathbf{x}_{2,:} \), left dotted box) suggest that, prior to movement onset, the orthonormalized neural state must move from a baseline state (red dots) to a state appropriate for movement (blue dots) along this dimension. With a 30-ms delay period, nearly the entire traversal from baseline state to movement state occurs after the go cue (green dots). In contrast, with a 230-ms delay, the neural state performs part of the traversal during the delay period and appears to hold while waiting for the go cue. When the go cue arrives, the remainder of the traversal is carried out. If there is a limit on how quickly firing rates (and therefore the neural state) can change over time, then one would expect the reaction times (i.e., the time between the green and blue dots) to be longer for the 30-ms delays than for the 230-ms delays. Indeed, we found that the reaction times for the 30-ms delays were greater than those for the 230-ms delays (\( P < 0.01 \), \( t \)-test) (Churchland et al. 2006). Comparing the panels in the fourth column (\( \mathbf{x}_{4,:} \), right dotted box), the neural state appears to trace out a similar path along that orthonormalized dimension following target onset, regardless of when the go cue arrives. Kalaska and colleagues (Crammond and Kalaska 2000) previously reported single PMd neurons with similar response properties, whereby a phasic response was emitted only after the first signal with instructional value in reaction-time (analogous to 30-ms delay) and instructed-delay (analogous to 230-ms delay) reach trials. The phasic response was interpreted as information processing that would not need to occur after the go cue if given enough time to be carried out during the delay period. Although we cannot rule out that the “phasic response” seen in the fourth column of Fig. 9 is primarily a sensory response (to the appearance of the reach target) rather than motor processing, such visualizations provide invaluable intuition for the recorded activity and suggest tantalizing hypotheses that can be further investigated in future studies.

The methods developed here provide a concise summary of the activity recorded across a neural population on a single trial. By extracting such a summary (i.e., the neural trajectory) for each trial, we can readily compare how the neural activity observed on one trial differs from that observed on other trials and possibly link such differences to the subject’s behavior. Such a comparison would be onerous based solely on the raw spike trains recorded simultaneously from tens to hundreds of neurons. The power of this approach is illustrated in Fig. 9. Among the trials with 30-ms delay, one particular trial was readily identified as an outlier, whose neural trajectory (red traces) appeared very different from the trajectories on other trials. Note that the visualization is extracted from neural
activity alone, with no experimental timing or behavioral information provided. Can we relate this outlying trajectory to the subject’s behavior? Indeed, when we labeled the neural trajectories with experimental timing markers (red, green, and blue dots), it became clear that the reaction time (i.e., the time between the green and blue dots) on the outlying trial was much longer than that on the other trials. However, the neural activity around the time of the arm movement on the outlying trial matched well with that on the other trials (seen by aligning the trajectories in time based on the blue dots). This neural activity is presumably related to generating the arm movement and it is thus sensible that it is time-locked to movement onset (blue dots). Such visualizations are invaluable when screening large volumes of neural data and during exploratory data analyses. While this outlying trial provides a particularly illustrative example of how differences in the neural trajectories can be indicative of differences in single-trial behavior, we hope to relate more subtle properties of the neural trajectories to the subject’s behavior in future studies.

**DISCUSSION**

In this work, we have extended existing two-stage methods and developed a new method (GPFA) for extracting single-trial neural trajectories from neural population activity. For the two-stage methods, we introduced 1) dimensionality-reduction techniques PPCA and FA, which explicitly account for spiking noise; 2) the square-root transform, which approximately stabilizes the spiking noise variance across neurons and across time; and 3) a goodness-of-fit metric, which allows for the degree of smoothing to be chosen in a principled way and for different extraction methods to be objectively compared. We then presented GPFA, which unifies the smoothing and dimensionality-reduction operations in a common probabilistic framework without any loss in predictive power compared to the best two-stage method. We applied these methods to neural activity recorded during a delayed-reach task in premotor and motor cortices. We found that 1) the 61-dimensional recorded activity could be succinctly captured by neural trajectories that evolve within a far lower dimensional (8- to 12-dimensional) space; 2) the single-trial trajectories converged over time during motor planning, an effect that was shown indirectly by previous studies; and 3) properties of the trajectories could be related to the subject’s behavior on a single-trial basis.

One of the advantages of GPFA over the two-stage methods is that the degree of smoothing (defined by the characteristic timescales $\tau_i$) and the relationship between the low-dimensional neural trajectory and the high-dimensional recorded activity (defined by $C$ in Eq. 1) can be jointly optimized. For the two-stage methods, the relationship between the low- and high-dimensional spaces is optimized given that the neural data have already been presmoothed in some way (e.g., using a Gaussian kernel with a predetermined kernel width). This suggests a “brute-force” approach to joint optimization by presmoothing the neural data in different ways, then optimizing the relationship between the two spaces in each case. However, the brute-force approach can be carried out only if the search space of different ways to presmooth the neural data is not too large. For example, allowing each neuron to have its own smoothing kernel width would only be tractable for small numbers of neurons. In Fig. 5, $B$ and $C$ (red and green lines), we were able to carry out this brute-force search for the two-stage methods by assuming that all neurons have the same smoothing kernel width, effectively collapsing 61 parameters down to one parameter. Despite this brute-force approach to joint optimization and restricting all neurons to the same...
smoothing kernel width, the best two-stage method (FA with a 40-ms smoothing kernel width) was able to extract neural trajectories that look qualitatively similar to those extracted by GPFA, shown in Figs. 7–9. It is reassuring that different methods produce similar trajectories when applied to the same data. However, when compared quantitatively, the best two-stage method still yielded higher prediction error than that of GPFA (Fig. 5). It remains to be seen how important this difference in prediction error is in terms of one’s ability to relate features of the neural trajectories to the subject’s behavior. The leave-neuron-out prediction error is a general and fundamental criterion for measuring how well a neural trajectory captures the correlated firing rates across a neural population. Depending on the goals of the visualization and scientific questions being asked, there may be other reasonable criteria for comparing different methods for extracting neural trajectories.

It is tempting to try to relate the smoothing kernel width (40 ms) of the best two-stage method to the timescales $\tau$ learned by GPFA, since the SE covariance has the same shape as the Gaussian smoothing kernel. However, as shown in Fig. A1, nearly all of the timescales learned by GPFA are $>40$ ms. This apparent mismatch can be understood by considering the equivalent kernel of the SE covariance (Sollich and Williams 2005), which takes on a sinc-like shape whose main lobe is generally far narrower than a Gaussian kernel with the same width parameter. It is therefore reasonable that the timescales learned by GPFA are larger than the optimal smoothing kernel width.

Because only the GP covariance structure needs to be specified, GPFA is particularly attractive for exploratory data analyses, where the rules governing the dynamics of the system under study are unknown. Based on the trajectories obtained by GPFA, one can then attempt to define an appropriate dynamical model that describes how the neural state evolves over time. Such an approach will allow us to reexamine, and potentially advance, the dynamical systems approach we previously proposed (Yu et al. 2006). Compared with the two-stage methods, the choice of GP covariance allows for more explicit specification of the smoothing properties of the low-dimensional trajectories. This is important when investigating (possibly subtle) properties of the system dynamics. For example, one may seek to ask whether the system exhibits second-order dynamics by examining the extracted trajectories. In this case, it is critical that second-order effects not be built-in by the smoothness assumptions used to extract the trajectories. With GPFA, it is possible to select a triangular GP covariance that assumes smoothness in position, but not in velocity. In contrast, it is unclear how to choose the shape of the smoothing kernel to achieve this in the two-stage methods.

Whether a two-stage method or GPFA is used to extract neural trajectories, one should critically evaluate the assumptions made by the extraction method before using it to answer scientific questions. No method is assumption-free and one must verify that the assumptions made by the method are not trivially producing the observed effect (e.g., when studying second-order dynamics). This often requires looking at the same data with related methods that apply different assumptions to see whether the observed effect holds up. Even with the same data, different scientific questions may call for the use of different methods. Examples of such assumptions include the choice of smoothing kernel or GP covariance, the use of the square-root transform, the observation noise model, the linear mapping between the low- and high-dimensional spaces, and edge effects when estimating finite-duration neural trajectories. To avoid possible artifacts introduced by the extraction method, one may consider first generating hypotheses by visualizing the low-dimensional neural trajectories, then testing the hypotheses using the raw high-dimensional recorded activity (e.g., Mazor and Laurent 2005). Although this approach is in principle “safer,” the high-dimensional recorded activity is noisy and may mask subtle relationships that are revealed only in the (denoised) low-dimensional neural trajectories.

While being mindful of these caveats, based on our findings described in this report, we believe that the GPFA framework offers better single-trial characterization of population activity and greater flexibility for testing different scientific hypotheses relative to competing methods. Given a new data set with neural activity recorded simultaneously across a neural population, we suggest taking the following steps to extract and visualize single-trial neural trajectories.

1) Signal conditioning: identify and remove electrode channels with cross talk (see METHODS), then spike sort remaining channels.

2) Apply square-root transform to binned spike counts.

3) Fit the parameters of the GPFA model using the EM algorithm, as detailed in the APPENDIX.

4) Using these parameters, extract neural trajectories $E[X \mid Y]$ (Eq. A6) from the observed activity $Y$.

5) Apply the orthonormalization procedure described in METHODS to the neural trajectories. This step is critical for visualization because it orders the dimensions of the low-dimensional trajectory by the amount of data covariance explained.

6) Plot each dimension of the orthonormalized neural trajectory versus time, as in Fig. 7. These time courses should be inspected for qualitative agreement with prior analyses of the same or related data sets. For example, one may expect firing rates, and thus the neural state, to change shortly after stimulus presentation. A rough estimate of the data dimensionality can be obtained by counting the number of orthonormalized dimensions showing time-varying structure; the data dimensionality can be formally computed using the leave-neuron-out prediction error described in METHODS.

7) Plot the top three (or any three) dimensions of the orthonormalized neural trajectories in a three-dimensional state space, as in Fig. 8.

Taken together, we consider steps 2 through 7 to be part of the GPFA framework for extracting and visualizing neural trajectories. Step 1 is necessary “best practices” when asking scientific questions about electrode array data.

For visualization in three dimensions, Fig. 5 shows that it is still better to fit a GPFA model with a large number of

---

13 The sinc function is defined as $\text{sinc}(x) = \sin(x)/x$. 

14 PCA, PPCA, FA, and GPFA all assume a linear relationship between the low-dimensional state space and the high-dimensional space of square-rooted spike counts. However, because the square-root transform is a nonlinear operation, the identified manifold is non-linear in the original high-dimensional space of firing rates (or raw spike counts).
state dimensions (in this case, \( p = 15 \)) and take the top three orthonormalized dimensions, rather than to fit a GPFA model directly with \( p = 3 \). This allows the neural trajectories to make use of a large number of timescales, rather than just three timescales. Although such a visualization is intuitively appealing, it is able to show only three selected dimensions and thus may be missing important structure contained in the dimensions not plotted. This can be partially overcome by plotting different sets of three dimensions, but we are seeking better ways to visualize higher-dimensional trajectories.

The ability of the methods developed here to concisely summarize the neural events on a single trial offers a powerful tool for studying the time course of neural population activity. We intend to apply these methods to data recorded during other behavioral tasks and in other brain areas, as schematized in Fig. 1. This is enabled by the development and increasing adoption of large-scale neural recording technologies, including multielectrode arrays and optical imaging techniques. Such analyses should provide insights into the neural mechanisms underlying cognitive processes (such as perception, decision making, attention, and motor planning), which are not directly yoked to observable quantities in the outside world and whose time course may differ substantially from trial to trial. More generally, these methods can be applied in experimental settings with no trial structure, such as in freely behaving animals (Chestek et al. 2009; Eliades and Wang 2008; Jackson et al. 2007; Santhanam et al. 2007). In such settings, traditional data analysis methods relying on trial-averaging are not applicable. Instead, if large-scale neural recordings are available, the methods presented here can be applied to track the subject’s instantaneous neural state during a recording session. Another potential application of the developed methods is in studies of learning. Whereas analyzing the activity of single neurons can detect the presence of learning in neural activity, it is often unclear how the activity across a neural population is changing during the learning process and why such changes might be advantageous. By tracking the subject’s instantaneous neural state using the methods developed here, we may be able to further our understanding of the neural mechanisms underlying learning.

Several extensions to the GPFA methodology can be envisaged. It may be possible to 1) couple the covariance structure of the one-dimensional GPs, which would provide for a richer description of the multidimensional neural state \( x \), evolving over time; 2) apply nonstationary GP covariances, since the neural activity can be nonstationary; 3) allow for nonlinear relationships between the low- and high-dimensional spaces; and 4) incorporate point-process likelihood models (Truccolo et al. 2005) with appropriate stimulus and spike history dependence.

---

APPENDIX

**GPFA model fitting**

This section details how the parameters of the GPFA model are fit using the EM algorithm, as well as the associated computational requirements.

**E-STEP.** The E-step computes the relative probabilities \( P(X \mid Y) \) of all possible neural trajectories \( X \) given the observed activity \( Y \), using the most recent parameter estimates. We will first find the joint distribution of \( X \) and \( Y \), which is Gaussian by definition. The desired conditional distribution \( P(X \mid Y) \) is therefore also Gaussian and can then be obtained using the basic result of conditioning for jointly Gaussian random variables.

\[
\mathbf{x} \sim N(0, \mathbf{\bar{K}})
\]

\[
\mathbf{y} \mid \mathbf{x} \sim N(\mathbf{\bar{C}} \mathbf{x} + \mathbf{\bar{d}}, \mathbf{\bar{R}})
\]

Where \( \mathbf{x} = [x_1, \ldots, x_T] \in \mathbb{R}^{pT \times 1} \) is a concatenation of the columns of \( X \), and \( \mathbf{y} = [y_1, \ldots, y_T] \in \mathbb{R}^{pT \times 1} \) is a concatenation of the columns of \( Y \). The block diagonal matrices \( \mathbf{C} \in \mathbb{R}^{pT \times pT} \) and \( \mathbf{R} \in \mathbb{R}^{pT \times pT} \) comprise \( T \) blocks of \( \mathbf{C} \) and \( \mathbf{R} \), respectively. The vector \( \mathbf{d} \in \mathbb{R}^{pT \times 1} \) is a concatenation of \( T \) copies of \( \mathbf{d} \). The covariance matrix

\[
\mathbf{\bar{K}} = \begin{bmatrix} \mathbf{K}_{11} & \cdots & \mathbf{K}_{1T} \\ \vdots & \ddots & \vdots \\ \mathbf{K}_{T1} & \cdots & \mathbf{K}_{TT} \end{bmatrix} \in \mathbb{R}^{pT \times pT}
\]

comprises blocks \( \mathbf{K}_{ij} = \text{diag} \{ \mathbf{K}(t_i, t_j) \} \in \mathbb{R}^{p \times p} \), where the \text{diag} operator returns a diagonal matrix whose nonzero elements are given by its arguments, \( \mathbf{K}(t_i, t_j) \) is defined in Eq. 3, and \( t_i, t_j \in \{1, \ldots, T\} \). One can interpret \( \mathbf{K}_{ij} \) as the covariance of the neural states at time points \( t_i \) and \( t_j \). From Eqs. A1 and A2, the joint distribution of \( \mathbf{x} \) and \( \mathbf{y} \) can be written

\[
\mathbf{x} \mid \mathbf{y} \sim N(\mathbf{\bar{C}} \mathbf{x} + \mathbf{\bar{d}}, \mathbf{\bar{R}})
\]

Using the basic result of conditioning for jointly Gaussian random variables

\[
\mathbf{x} \mid \mathbf{y} \sim N(\mathbf{\bar{C}} \mathbf{\bar{K}}^{-1}(\mathbf{\bar{C}} \mathbf{\bar{K}}^{-1} + \mathbf{\bar{R}})^{-1}(\mathbf{\bar{C}} \mathbf{\bar{K}}^{-1} + \mathbf{\bar{R}})^{-1}(\mathbf{\bar{C}} \mathbf{\bar{K}}^{-1} + \mathbf{\bar{R}})^{-1}(\mathbf{\bar{C}} \mathbf{\bar{K}}^{-1} + \mathbf{\bar{R}})^{-1} \mathbf{\bar{C}} \mathbf{x} + \mathbf{\bar{d}}, \mathbf{\bar{R}})
\]

Thus, the extracted neural trajectory is

\[
E(\mathbf{x} \mid \mathbf{y}) = \mathbf{\bar{C}} \mathbf{\bar{K}}^{-1}(\mathbf{\bar{C}} \mathbf{\bar{K}}^{-1} + \mathbf{\bar{R}})^{-1}(\mathbf{\bar{C}} \mathbf{\bar{K}}^{-1} + \mathbf{\bar{R}})^{-1} \mathbf{\bar{C}} \mathbf{x} + \mathbf{\bar{d}}
\]

From Eq. A4, the data likelihood \( P(\mathbf{y}) \) can be easily computed since

\[
\mathbf{y} \sim N(\mathbf{\bar{d}}, \mathbf{\bar{R}})
\]

**M-STEP.** The M-step involves maximizing \( \ell(\theta) = E \log P(\mathbf{X}, \mathbf{Y} \mid \theta) \) with respect to the parameters \( \theta = \{ \mathbf{C}, \mathbf{d}, \mathbf{R}, \tau_1, \ldots, \tau_L \} \). The expectation in \( \ell(\theta) \) is taken with respect to the distribution \( P(\mathbf{X}, \mathbf{Y} \mid \theta) \) found in the E-step, given in Eq. A5. Although this is a joint optimization with respect to all parameters in \( \theta \), it turns out that their optimal values are dependent on only a few or none of the other parameters, as shown in the following text. For clarity, we first define the following notation

\[
(\mathbf{x}_t, \mathbf{x}_t') = E[\mathbf{x} \mid \mathbf{y}] \in \mathbb{R}^{pT \times 1}
\]

\[
(\mathbf{x}_{t'}, \mathbf{x}_{t'}') = E[\mathbf{x} \mid \mathbf{y}] \in \mathbb{R}^{pT \times pT}
\]

---

\[\text{Due to computational considerations (cf. the APPENDIX), it may be desirable to segment a recording session into multiple non-overlapping intervals before applying GPFA. The methods presented here can then be applied unchanged, even though the segments are not multiple realizations of an experimental trial.}\]

\[\text{15 Since } \bar{x} \text{ is obtained by reshaping } X, \text{ they contain the same elements. The same is true for } \bar{y} \text{ and } Y. \text{ Thus } P(\mathbf{x} \mid \mathbf{y}) \text{ is equivalent to } P(\mathbf{X} \mid \mathbf{Y}).\]
where the \( \text{diag} \) operator zeros all off-diagonal elements of its argument. The new values of \( C \) and \( d \) found in Eq. A8 should be used in Eq. A9. Note that the updates for \( C \), \( d \), and \( R \) have the same analytic form as for FA, except that the sums here are taken over different time points rather than different data points in the case of FA.

Although there is no analytic form for the timescale updates, they can be obtained using any gradient optimization technique. The update for \( R \) is

\[
R = \frac{1}{T} \text{diag}\left\{ \sum_{j=1}^{T} (y_j - d)(y_j - d)' - \left( \sum_{j=1}^{T} (y_j - d)(y_j)' \right) C' \right\}
\]

where the \( \text{diag} \) operator zeros all off-diagonal elements of its argument. The new values of \( C \) and \( d \) found in Eq. A8 should be used in Eq. A9. Note that the updates for \( C \), \( d \), and \( R \) have the same analytic form as for FA, except that the sums here are taken over different time points rather than different data points in the case of FA.

Although there is no analytic form for the timescale updates, they can be obtained using any gradient optimization technique. The gradient of \( \mathcal{L}(\theta) \) with respect to \( \tau_i \) (\( i = 1, \ldots, p \)) is

\[
\frac{\partial \mathcal{L}(\theta)}{\partial \tau_i} = \text{tr}\left( \frac{\partial \mathcal{L}(\theta)}{\partial K_i} \frac{\partial K_i}{\partial \tau_i} \right)
\]

where

\[
\frac{\partial \mathcal{L}(\theta)}{\partial K_i} = \frac{1}{2} (-K_i^{-1} + K_i^{-1}(x_i x_i') K_i^{-1})
\]

\[
\frac{\partial K_i(t_1, t_2)}{\partial \tau_i} = \sigma_{ij} (t_1 - t_2)^2 \exp\left( -\frac{(t_1 - t_2)^2}{2\tau_i^2} \right)
\]

As in methods, \( K(t_1, t_2) \) denotes the \( (t_1, t_2) \)th entry of \( K \) and \( t_1, t_2 = 1, \ldots, T \). Note that Eq. A10 does not depend on the other \( p - 1 \) timescales, nor on the other model parameters. Thus, each of the timescales can be optimized individually. Because the timescales must be nonnegative, the optimization should be performed under the constraint that \( \tau_i \geq 0 \). This constrained optimization problem can be converted into an equivalent unconstrained optimization problem by optimizing with respect to \( \log \tau_i \) (which can be positive or negative) rather than \( \tau_i \) using a change of variable.

The derivations in this section assume a single time series (corresponding to a single experimental trial) with \( T \) time points. We typically want to learn the model parameters \( \theta \) based on multiple time series, each with a possibly different \( T \). The preceding parameter update equations can be extended in a straightforward way to accommodate multiple time series. Instead of optimizing \( \mathcal{L}(\theta) \) for a single time series, we optimize their sum \( \sum_{n=1}^{N} \mathcal{L}(\theta) \) across all time series indexed by \( n \). Equations analogous to Eqs. A8–A10 can be derived by considering \( \partial(\sum_{n=1}^{N} \mathcal{L}(\theta))/\partial \theta \) rather than \( \partial \mathcal{L}(\theta)/\partial \theta \). This assumes that the time series are independent, given the model parameters. In other words, there is no constraint built into the model that similar neural trajectories should be obtained on different trials. However, the neural trajectories are assumed to lie within the same low-dimensional state space with the same timescales.

**PARAMETER INITIALIZATION AND LOCAL OPTIMA.** Because EM is an iterative algorithm that is guaranteed to converge to a local optimum, the values at which the parameters are initialized are important. Recall that the neural trajectories extracted by GPFA can be viewed as a compromise between the low-dimensional FA projection of each data point and the desire to string them together using a smooth function over time. Under this view, we initialized the parameters \( C \), \( d \), and \( R \) using FA, which provides dimensionality reduction, but no smoothness over time. We then allowed GPFA to refine these estimates to obtain smooth neural trajectories. The degree of smoothness is defined by the timescales \( \tau_i \), which also need to be initialized.

We fit the GPFA model starting at four different timescales: 50, 100, 150, and 200 ms. In each case, all \( p = 15 \) timescales were initialized to the same value. Figure A1 shows the resulting learned timescales for each initialization. Although the learned timescales were initialization dependent, their distributions were similar. In each case, there was one learned timescale around 525 ms, one or two around 300 ms, and the others in the range 40–180 ms. As indicated by the arrows in Fig. A1, the mean of the 15 learned timescales ranged from 125 to 155 ms. Furthermore, the resulting training data likelihoods, as well as the extracted orthonormalized neural trajectories, were very similar in the four cases (results not shown). Unless otherwise specified, all results in this work are based on initializing the timescales to 100 ms and running EM for 500 iterations. We also reran the analysis in Fig. A1 using 2,000 EM iterations to verify that there are true local optima in the space of timescales. Although other parameter initializations are possible (e.g., starting at random values with multiple restarts), we found that FA provided a sensible and effective initialization.

Because we seek to extract smooth neural trajectories, we fixed the GP noise variances \( \sigma_{ii} \) to a small value \( (10^{-5}) \) for all results shown in this work. Larger values of \( \sigma_{ii} \) generally yield neural trajectories that are less smooth. We also considered learning \( \sigma_{ii} \) from the data, where each state dimension indexed by \( i \) can have a different GP noise variance. This involves finding the gradient of \( \mathcal{L}(\theta) \) with respect to \( \sigma_{ii} \) (similar to Eq. A10) and taking gradient steps in the joint space of

![Fig. A1. Learned GPFA timescales \( \tau_i \) (\( i = 1, \ldots, 15 \)) after 500 EM iterations starting at 4 different initial values: 50, 100, 150, 200 ms. Arrows denote how the mean of the 15 timescales changed between their initial and learned values. These results are based on the same data used in Figs. 5–8. For the 100-ms initialization, each of the learned timescales corresponds to a different panel in Fig. 6.](https://www.jn.org)
\( \sigma_n^2 \) and \( \tau_i \) for each \( i \) during the M-step. If the \( \sigma_n^2 \) are initialized to \( 10^{-3} \) their learned values (after 2,000 EM iterations) remain on the order of \( 10^{-3} \), yielding a similar training data likelihood and prediction error as when the \( \sigma_n^2 \) are fixed to \( 10^{-3} \).

**Computational Requirements.** This section details the computational time required to fit the GPFA model parameters and to extract neural trajectories. The computational time is a function of the state dimensionality \( p \), the number of neurons \( q \), the number of trials, the number of time steps \( T \) in each trial, and the number of EM iterations. Although fitting a GPFA model is generally computationally demanding, extracting a single neural trajectory can be very fast, as described in the following text.

Table A1 lists the computation time required for fitting a GPFA model for different state dimensionalities \( p \), the number of neurons \( q \), and number of trials. Because the absolute time duration of each trial is fixed, a larger time bin width means a smaller number of time steps \( T \), whose range across the 56 trials is shown in Table A1. A naïve implementation scales as \( O(qT^3) \) due to the matrix inversion in Eq. A5. The matrix inversion lemma can be applied to reduce the computational load to \( O(pT^3) \). Overall, the most costly operations in fitting the GPFA model are the matrix inversion and multiplications in Eq. A5, as well as the iterative gradient optimization (Eq. A10) of the timescales.

There are several ways in which computation time can be reduced for the same state dimensionality \( p \), number of neurons \( q \), and number of trials. First, if different trials have the same \( T \), the costly matrix inversion and multiplications in Eq. A5 can be reused. The computation time can be drastically reduced if all or many trials have the same \( T \). In Table A1, many trials had different \( T \) and thus did not take full advantage of this savings. Second, depending on how crucial time resolution is, one might consider using a larger time bin width, thereby reducing \( T \). Increasing the time bin width has the additional benefit that it increases the number of trials with the same \( T \). As shown in Table A1, increasing the time bin width from 20 to 50 ms reduced the computation time from 9 to 45 min for \( p = 15 \). Third, depending on how quickly the data likelihood Eq. A7 converges, one may need fewer (or more) than 500 EM iterations. The computation time scales linearly with the number of EM iterations. Fourth, approximate techniques can be applied to reduce computation time (Cunningham et al. 2008a; Teh et al. 2005). In this work, we perform all computations exactly, without the potential speedups of approximate techniques.

Once the GPFA model parameters are learned, extracting a single neural trajectory (Eq. A6) can be very fast, given the appropriate precomputation. In particular, the expensive matrix inversion and multiplications in Eq. A6 can be precomputed for each \( T \). Depending on the values of \( p \) and \( T \), the time required for this precomputation ranges from a few milliseconds to a few seconds for each \( T \). Once the precomputation is finished, extracting a single neural trajectory takes 2.5 ms for \( p = 15 \) and \( T = 71 \) (the most computationally demanding trajectory in our data set), and less time for smaller values of \( p \) and \( T \).

It is readily possible to envision having single-trial, low-dimensional neural trajectory visualizations (as extracted by GPFA) appear during the inter-trial interval (<1 s) of behaving animal experiments using standard PC hardware and Matlab.

### Table A1. Time required for fitting GPFA model

<table>
<thead>
<tr>
<th>Time Bin Width</th>
<th>( p = 3 )</th>
<th>( p = 15 )</th>
<th>( T ) range</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 ms</td>
<td>50 min</td>
<td>9 h</td>
<td>47–71</td>
</tr>
<tr>
<td>50 ms</td>
<td>8 min</td>
<td>45 min</td>
<td>19–28</td>
</tr>
</tbody>
</table>

Results were obtained on a 2006-era Linux (FC4) 64-bit workstation with 2–4 GB of RAM running MATLAB (R14sp3, BLAS ATLAS 3.2.1 on AMD processor).

**Computing prediction error**

For GPFA, we first fit the model parameters \( \theta = \{ C, d, R, \tau_1, \ldots, \tau_p \} \) using the EM algorithm to the training data. We show here how to evaluate model goodness-of-fit by applying these learned parameters to data not used for model fitting. As described in methods, we seek to predict the activity of a neuron given the activity of all other \((q − 1)\) recorded neurons. Let \( \tilde{y}_j \in \mathbb{R}^{q \times 1} \) be the activity of neuron \( j \) and \( \tilde{y}_{-j} \in \mathbb{R}^{(q−1) \times 1} \) be the activity of the other \((q − 1)\) neurons across all \( T \) time points, where \( j = 1, \ldots, q \). In other words, \( \tilde{y}_j \) is equal to the transpose of the \( j \)th row of \( Y \), whereas \( \tilde{y}_{-j} \) comprises all but the \( j \)th row of \( Y \). The model prediction \( \hat{y}_j \in \mathbb{R}^{q \times 1} \) for neuron \( j \) is defined as \( E[\tilde{y}_j | \tilde{y}_{-j}] \). Because \( \tilde{y}_j \) and \( \tilde{y}_{-j} \) are jointly Gaussian by definition, the model prediction can be computed analytically.

We first define sparse binary matrices \( B_j \in \{0, 1\}^{T \times q} \) and \( B_{-j} \in \{0, 1\}^{T \times (q−1)} \) such that \( \tilde{y}_j = B_j \tilde{y} \) and \( \tilde{y}_{-j} = B_{-j} \tilde{y} \). Multiplication by \( B_j \) and \( B_{-j} \) can be viewed as picking out the elements in \( \tilde{y} \) corresponding to neuron \( j \) and to all other neurons, respectively. Using Eq. A7

\[
\begin{bmatrix}
\tilde{y}_j \\
\tilde{y}_{-j}
\end{bmatrix} \sim N\left( \begin{bmatrix} B_d \bar{A} & B_{-j} \Sigma B_j' B_{-j} & B_{-j} \Sigma B_{-j}' \\
B_j \Sigma B_j' & B_{-j} \Sigma B_{-j}' & B_{-j} \Sigma B_{-j}'
\end{bmatrix} \right) \tag{A11}
\]

where \( \Sigma = \tilde{K} \Sigma C' + \tilde{R} \) is introduced for notational clarity. Applying the basic result of conditioning for jointly Gaussian random variables

\[
\hat{y}_j = E[\tilde{y}_j | \tilde{y}_{-j}] = B_j \tilde{d} + (B_j \Sigma B_j')^{-1}(\tilde{y}_{-j} - B_{-j} \tilde{d}) \tag{A12}
\]

The prediction error is defined as the sum-of-squared differences between the model prediction and the observed square-rooted spike counts across all neurons and time points

\[
\text{Prediction error} = \sum_{j=1}^q \| \hat{y}_j - \tilde{y}_j \|^2 \tag{A13}
\]

For the two-stage methods using PCA, PPCA, or FA, the model prediction is analogous to Eq. A12, but has a simpler form because these static dimensionality-reduction techniques have no concept of time. It is important to note that the training data and the data used to compute the model prediction must be presmoothed in the same way (e.g., using the same kernel) for the two-stage methods. However, when evaluating the prediction error, the model prediction must be compared to unsmoothed square-rooted spike counts, as in Eq. A13 for GPFA. Thus, for both the two-stage methods and GPFA, a smooth model prediction is compared to unsmoothed square-rooted spike counts.

To compute the model prediction for the reduced GPFA model, we cannot simply apply Eq. A12. Instead, we must consider an alternate approach to computing the model prediction via the orthonormalized state space. The basic idea is that a \( p \)-dimensional orthonormalized neural trajectory is first estimated using all but the \( j \)th neuron. Then, the activity of the \( j \)th neuron is predicted using the only the top \( \tilde{p} \) dimensions (\( \tilde{p} = 1, \ldots, p \)) of the orthonormalized neural trajectory. The following equations formalize these concepts

\[
\hat{y}_j = E[\tilde{y}_j | \tilde{y}_{-j}] \tag{A14}
\]

\[
= E_X [E[\tilde{y}_j | X, \tilde{y}_{-j}] | \tilde{y}_{-j}] \tag{A15}
\]

\[
= E_X [E[C|X + d_j, \tilde{X}1_{x_T}] | \tilde{y}_{-j}] \tag{A16}
\]

\[
= (c' E_X X | \tilde{y}_{-j} + d_j, \tilde{X}1_{x_T})' \tag{A17}
\]

\[
= (u_j' D V E_X X | \tilde{y}_{-j} + d_j, \tilde{X}1_{x_T})' \tag{A18}
\]

*Equation A15* is obtained from Eq. A14 by conditioning on \( X \). In Eq. A16, we use the fact that \( \tilde{y}_j \) is independent of \( \tilde{y}_{-j} \) conditioned on \( X \).
FIG. A2. Simulated data with known error floor. Each row corresponds to a different independent noise variance: A: 0.5, B: 2, C: 8. Left column: prediction errors for two-stage method with FA (green) and reduced GPFA (black), along with error floor (orange), at different state dimensionalities. Each green curve corresponds to a different kernel width (numbers of time steps are labeled). Star indicates minimum of black curve. Middle column: denser sampling of kernel widths for $p/H_1 = 0.05$. Minimum of green curved denoted by green dot. Right column: each panel corresponds to an observed dimension. The same 2 observed dimensions are used in A, B, and C. Shown are the activity level of each neuron before noise was added (orange curves), noisy observations (orange dots), leave-neuron-out prediction using best two-stage method (green), and leave-neuron-out prediction using reduced GPFA (black).
Furthermore, $c_j \in \mathbb{R}^{1 \times r}$ is the $j$th row of $C$, $d_j \in \mathbb{R}$ is the $j$th element of $d$, and $1_{1 \times T}$ is a $1 \times T$ vector of all ones. Equation A18 uses the singular value decomposition of $C = UDV'$, as described in Methods. Note that $u_j' \in \mathbb{R}^{1 \times r}$ is the $j$th row of $U$, and that $DV' E_k \{X \mid Y_j\}$ is the orthonormalized neural trajectory estimated using all but the $j$th neuron. Equation A18 is an alternate approach to computing the GPFA model prediction and yields the same result as Eq. A12. Equation A18 says that the model prediction for neuron $j$ can be obtained by projecting the orthonormalized neural trajectory estimated using all but the $j$th neuron onto the $j$th axis in the high-dimensional space. Although Eq. A18 tends to be more computationally demanding than Eq. A12, it allows us to compute the model prediction for the reduced GPFA model. For the reduced GPFA model, Eq. A18 is computed using only the top $p$ elements of $u_j$ (since its elements are ordered due to orthonormalization) and setting all other elements of $u_j$ to zero.

**Simulation with error floor**

In Fig. 5, the benefit of GPFA over competing methods appears to be small (in percentage terms) if measured in terms of distance from zero prediction error. However, zero prediction error is unachievable due to the noise present in the data to be predicted. Thus, we conducted a simulation to determine the benefit of GPFA relative to a known error floor. This must be done in simulation, since the error floor is unknown for real neural data.

The simulated data were generated using a three-dimensional state space, where each state dimension evolved in time according to a sinusoid with a different frequency. These sinusoids were then linearly combined and mapped out into a 61-dimensional observation space according to Eq. 1. The independent noise was assumed to be isotropic and Gaussian across the 61 dimensions. We simulated 56 trials, each with 50 time steps. We then applied the two-stage methods and GPFA using four-fold cross-validation, as we did for the real neural data.

As shown in Fig. A2 (left column), all methods correctly indicated that the data are three-dimensional, since all curves reach their theoretical limit for how well the leave-neuron-out model prediction can come to the observed data on average.
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During production a black-and-white version of Fig. A2 was mistakenly used. The correct color version appears here.

**FIG. A2.** Simulated data with known error floor. Each row corresponds to a different independent noise variance: A: 0.5, B: 2, C: 8. **Left column:** prediction errors for two-stage method with FA (green) and reduced GPFA (black), along with error floor (orange), at different state dimensionalities. Each green curve corresponds to a different kernel width (numbers of time steps are labeled). Star indicates minimum of black curve. **Middle column:** denser sampling of kernel width for $p/\sqrt{H_11005}$. Minimum of green curved denoted by green dot. **Right column:** each panel corresponds to an observed dimension. The same 2 observed dimensions are used in A, B, and C. Shown are the activity level of each neuron before noise was added (orange curves), noisy observations (orange dots), leave-neuron-out prediction using best two-stage method (green), and leave-neuron-out prediction using reduced GPFA (black).